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Abstract
In the era of sky surveys like Palomar Transient Factory (PTF), Zwicky Transient Facility (ZTF)
and the upcoming Vera Rubin Observatory (VRO) and ILMT, a plethora of image data will be
available. ZTF scans the sky with a field of view of 48 deg2 and VRO will have a FoV of 9.6 deg2

but with a much larger aperture. The 4m ILMT covers a 22′ wide strip of the sky. Being
a zenith telescope, ILMT has several advantages like low observation air mass, best image
quality, minimum light pollution and no pointing time loss. Transient detection requires all
these imaging data to be processed through a Difference Imaging Algorithm (DIA) followed by
subsequent identification and classification of transients. The ILMT is also expected to discover
several known and unknown astrophysical objects including transients. Here, we propose a
pipeline with an image subtraction algorithm and a convolutional neural network (CNN) based
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automated transient discovery and classification system. The pipeline was tested on ILMT data
and the transients as well as variable candidates were recovered and classified.

Keywords: Difference Imaging Algorithm (DIA), Convolutional Neural network (CNN),
real/bogus classifier

1. Introduction
The 4 m International Liquid Mirror Telescope (ILMT) achieved first light on 29th April,

2022 (Kumar et al., 2023) and is at present in the commissioning phase. The ILMT will survey
the zenith sky for a minimum period of five years. One major science goal of the ILMT is to
search for transients like supernovae (Kumar et al., 2018). Some of these transients are very
rare and often require automated techniques to find them. Large all-sky surveys like Zwicky
Transient Facility (ZTF) use machine learning-based techniques (Mahabal et al., 2019) to assist
in transient discovery.

The ILMT is acquiring a huge volume (∼ 15 Gigabytes) of data each night. Each ILMT
frame can contain a large number of sources and to find a few transients in such an image is
like finding a needle in a haystack. The other challenge is to find transients in near real-time.
This is because a lot can be understood about the nature of the transients by discovering them in
their early stages. It was therefore required to develop an automated pipeline to detect transients
occurring in the ILMT strip to fulfil the aforementioned requirements.

The pipeline is based on image-based real/bogus classifier technique. It uses a Convolu-
tional Neural Network (CNN) (Lecun et al., 1998) to carry out the transient detection. It also
houses a transient classifier in the pipeline to carry out the classification of the detected sources
into three categories viz. orphan candidates, variable source candidates and extragalactic candi-
dates. The proposed pipeline is described in Section 2. The initial results from the pipeline are
given in Section 3. A brief summary and conclusions of this work are presented in Section 4.

2. Pipeline Overview
The pipeline contains three main steps: i) the first step performs image differencing by sub-

tracting reference images from new science images, ii) the second step searches for transients in
the resulting difference image and iii) the third step classifies the detected transients into three
classes viz. orphan candidates (e.g. asteroid), variable source candidates (e.g. variable star) and
extragalactic candidates (e.g., supernovae, TDEs, AGNs).

The first two steps of the transient detection pipeline along with the third classifier step
offers extragalactic candidates (possibly supernovae) for follow-up in real-time. It also outputs a
list of other transients like orphan and variable source candidates after each night of observation.
These objects can be followed up subsequently for further photometric/spectroscopic analysis.
The various steps involved in the pipeline have been developed separately. All these steps have
been integrated into an end-to-end transient detection pipeline. Figure 1 illustrates the basic
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Figure 1: Schematic diagram of the transient detection pipeline for the
4 m ILMT.

blocks of the transient detection pipeline. The three primary steps of the pipeline are elaborated
below.

Image differencing The first step in the pipeline is the algorithm to perform difference imag-
ing. This technique allows for the detection of transient candidates or varying sources
across a pair of images (Alard and Lupton, 1998; Bramich, 2008). It subtracts a reference
image with a better seeing (Huckvale et al., 2014) from the newly acquired science image
of the same region in the ILMT field. In image differencing, the science and reference
images are aligned using astroalign (Beroiz et al., 2020), space varying 2D median
background is removed using photutils (Bradley et al., 2016), PSFs of science and
reference images are matched using scipy optimizer (Virtanen et al., 2020) and finally
the image subtraction is performed. The resultant difference images contain several arte-
facts as well as real sources. Implementing a simple source finder algorithm will result in
the detection of artefacts along with real sources which need to be distinguished by the
transient detection step.

Transient detection The second step in the pipeline performs the transient detection. The
CNN-based real/bogus classifier (Cabrera-Vives et al., 2016; Sedaghat and Mahabal,
2018; Duev et al., 2019) is the core of this step. The CNN-based real/bogus classifier
works by accepting 31×31 pixels cutout images of the sources (both real and artefacts)
in the difference images with peak intensity above the minimum detection threshold and
by giving a class probability value corresponding to each of these sources. The final clas-
sification of the sources as real or bogus (artefact) will depend upon the class probability
value and classification threshold (which was kept at 0.5). Apart from the real/bogus clas-
sifiers, threshold cuts on parameters like FWHM and peak values of candidate sources
have been used.

The real/bogus classifier was trained with nearly 2500 cutout images of 31× 31 pixels
from the artefact dataset and real source dataset. The Artefact dataset was synthesised
using artefact sources cutout from difference images of the ILMT images in g′, r′ and
i′ bands and public data from ZTF (Bellm et al., 2019). The real source dataset mainly
consisted of point-like sources in g′, r′ and i′ bands in both ILMT and ZTF images. The
training dataset was prepared by augmenting the original data with 90◦, 180◦ and 270◦

rotations. The TensorFlow library was used to make and train the CNN architecture
(Abadi et al., 2016).
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Figure 2: Image subtraction performed on a 1024× 1024 pixel cutout
image of an i′ band ILMT frame using the difference imaging algorithm.
The difference frame shows the presence of the supernova SN 2023af
which was recovered by the transient detection step.

Transient classifier The third step in the pipeline is the three-way transient classifier which
classifies the detected transients into three categories viz. orphan candidates, variable
source candidates and extragalactic candidates. This is a useful step as it helps in filtering
the candidates based on the scientific interests of the user essential for further follow-up.
Another major advantage of the three-way classifier step is that it further reduces the num-
ber of alerts that will be needed to be checked and verified manually in cases where alerts
for supernovae are needed to be followed up (Sánchez-Sáez et al., 2021; Carrasco-Davis
et al., 2021). This is often desirable as it will enable early time follow-up of supernovae
from which important properties of the progenitors may be determined.

The three-way transient classifier is a CNN which was trained with nearly 1600 cutout
images of 102× 102 pixels of galaxies, stars and vacant spaces to mimic scenarios for
extragalactic candidates, variable source candidates and orphan candidates respectively.
The CNN algorithm (also referred to as an architecture) operates by looking for certain
morphological features in the reference image at the position of detection like presence
of a clear host galaxy (for extragalactic candidate) and presence of a point source (for a
variable source candidate).

3. Preliminary results from the Proposed Pipeline
Preliminary tests were carried out to check the robustness and results of the three primary

steps of the pipeline. Figure 2 shows the image subtraction performed on one such ILMT image
acquired on 13th March, 2023 in the i′ band. The ILMT image observed on 26th March, 2023
was chosen as the reference image. The residual image (rightmost panel in Fig. 2) indicates
the presence of a stellar source. This source is identified as SN 2023af (a type II supernova
discovered on 2nd January, 2023 by the Xingming Observatory Sky Survey (XOSS)) which was
incidentally located in the ILMT strip. The reference image for SN 2023af was prepared by
artificially removing the supernova from the i′ band frame of 26th March, 2023 and replacing
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Figure 3: Classification of SN 2023af (marked with a yellow circle) as
an extragalactic candidate by the three-way classifier.

it with the local background in its place. Figure 3 illustrates the classification of the detected
SN 2023af as a possible extragalactic candidate with a confidence score of 0.9998 by the tran-
sient classifier step. The detection of SN 2023af in the difference image and the classification
score indicate the reliability of the pipeline.

4. Summary and Conclusions
The ILMT being a zenith pointing optical survey telescope will be detecting many tran-

sients like supernovae. Given the amount of data being acquired each night and the limitations
of manpower, an artificial intelligence-based transient detection pipeline is the most suitable
strategy. The various steps of the pipeline have undergone preliminary tests with the ILMT data
demonstrating varying degrees of success. It was established during early trials that the various
steps of the proposed pipeline were able to detect and classify possible astrophysical sources
like asteroids, variable stars, supernovae, etc.

As with any machine learning-based application, the transient detection pipeline will re-
quire a large amount of data for further training. Most of the training done till now was based
on data collected in the October–November 2022 cycle of the ILMT in the three SDSS bands.
The amount of image data in that cycle was relatively small and hence the trained CNN models
might be difficult to generalise for future cycles. Since then, a few changes were made in the
telescope itself which might have had some effects on the PSF of the images in the future cycles.
As more and more data accumulates, a more extensive training dataset will be constructed and
the robustness as well as generality of the pipeline will be tested.
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