- ACTA STEREOL 1990; 9/2: 147-152
PROC 7WQIA FREIBURG I. BR. 1990
ORIGINAL SCIENTIFIC PAPER

A TECHNIQUE FOR QUANTITATIVE DESCRIPTION OF PARTICLE’S SPATIAL
STRUCTURE IN A DEFINED FEATURE SPACE

ElZbieta Kaczmarek

Department of Informwmatics & Medical Statistics,
Medical Academy, ul. Fredry 10
61-731 Poznah, Poland.

ABSTRACT

A particle systematic section features supply a basis for
description of particle’s spatial structure in a defined feature
space. A similarity of the particle sections in the space can
then be evaluated by using a miniwmum spanning tree algorithm. A
partition of the spanning tree provides a systematic technique
for the quantitative description of particles.
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INTRODUCTION

Analysis of spatial organization of particles allows us to
explain their physical properties in a more precise way. At the
present tiwe, hovever, it seems impossible to make it without
previous selection of features describing particle morphological
structure. Systematic sections provide a basis for analysis of
particle’s spatial structure in a defined feature space. In this
paper, we shov a relation to a wethod of image analysis based on
a distance function in a defined space of particle features. The
value of the distance function corresponds to a wmeasure of
similarity between particle sections in the space, and can be
applied for quantitative studies of the structural changes of
particles. In particular, the presented technique allows us to
take a decision on a random or non-random character of
particle’s spatial organization.

ASSUMPTIONS AND NOTATION

Let us assume that a particle is represented by a stack of its
n systematic sections. Two particle sectiona U and U are

i J
called the sections at the same particle level if j = n-i+1 .

Furtherwore, let level (Ul) denote the particle level
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corresponding vith the section U,. Thus,

i
i for 1i=1, ... ,r
level(Ui) = (1)
n-i+1 for i=r+i, ...,n
vhere r=n/2 if n 1is8 even, and r=(n+1)/2 if n is odd.

Each Ui section is described by p features (e.g. geometric

properties), and is represented by the vector

Ui=(x11, cee o Xy eee xip) ’ (2)

where xik denotes the value of the kth feature of section Ui'

X

The distance function is a measure of similarity of particle
gections in the space. Then, let us assume, that any two

particle sections U1 and UJ can be called similar patterns in
the defined feature space if and only if the distance d1J
betveen them vwill be 1less than a treshold distance t. The

problem is to map the particle sections vwith respect to the
plane of "symmetry®" by weans of their similarity in the defined
feature space. Then, 'wve need to take into account a similarity

betwveen the sections U1 and Un—i+1 in the space. If these

sections are not similar, then they should not be wmapped into
themself with respect to the plane of "symmetry®" intersecting a
central region of the particle in the cutting direction.
Therefore, we should consider a similarity of sections at the
same particle level in the defined feature space under an
assumed criterion. To this end, wvwe align a sequence of all
systematic sections of the particle under the rule of the
nearest distance.

BASIC TOOLS

Let us study a particle’s spatial structure in a defined feature
space by using minimuwm spanning tree. A distance matrix D=(d1J)

(of order n x n) represents a complete weighted graph G=(U, E).
The set U of particle sections represents the set of the graph
vertices, whereas the set E is the set of graph edges. The value
of the distance betwveen sections U1 and UJ is a wveight of the

N i UJ). Further, wve need to find a spanning subgraph
of graph G, in which the total weight of edges is mwinimal.
Minimum spanning tree MST=(U, F) satisfies such property (FcE).
Then, MST represents a form of ordering of particle sections. We
wvant to study, vhether the sections at the same or the
neighbouring particle level show wmost similar features in the
defined space. Then, wve need to consider, wvhether all MST edges

e1=(Ui, UJ) satisfy the followving requirement:

edge e, =(U

J=1i+1 or J=n-1 or J=n-i+1 (3)

In order to find MST edges satisfying the requirement (3) we can
apply an algorithm of tree partition (Kaczwmarek, 1989). The
result of this algorithm is a partition of the n-element set
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U=(u ee # Un)' This partition is a collection of subsets =S

17 ° a i
of the set U such that SiﬁSJ =9 and U S1 = U. Then, vwe
q 1=1
partition n= § n, vertices into q classes, the 1ith class
i=1
contains ny vertices. Every one subset S1 in the partition U

represents the MST vertices connected by edges satisfying the
requirement (3). In addition, the edge wveights in the subtrees
of MST are less than a treshold value t. Howvever, we need to
find the number of ways of vertex set partition into q subsets.
Let P={ partition of n into q parts }. The question arises of
the number P(q, n) of unordered vays of writing the number n as
the sum of exactly gq positive integers, i.e.

P(n, q)=|((n3, n n ): each n, is a positive integer,

2" °°° i
q q
= > > > >
Ehi n, and n, Zn,= ..._nq_1)| . (4)
i=1
Given a partition n=(n_, na, ceep nq) ve can represent each -part
by the appropriate number of points in q rows (n points in ith

1
row). This form of partition presentation is called Ferrer
diagram, and can be used to prove a simple recurrence formula
for P(q, n) (see Constantine , 1987):

P(n, q)= zp(n-q, 1) for n=q=0 . (5)
1=1

We assume that P(O, 0)=0, P(n, 0)=0 for n>0, and P(n, k)=0 for
n<k. The number of ways of presenting n as the sum of 1
integers, or as the sum of n integers is unique, i.e.
P(n, 1)=P(n, n-1)=F(n, n)=1. Of course, the number of partitions
of n as the sum of an arbitrary number of parts is equal to:

n

P(n)= EP(n, q). (6)
q=0

OUTLINE OF THE TECHNIQUE FOR QUANTITATIVE ANALYSIS OF PARTICLE’'S
SPATIAL STRUCTURE IN A DEFINED FEATURE SPACE.

The technique presented in this paper is based wainly on three
algorithms. At the first stage a similarity of particle section
is analyzed by 'using a winimum spanninig tree algorithm
(Bentley and Ottwann, 1981). Further, we shall partition MST. A
tree partition algorithm (Kaczmarek, 1989) can be condensed as
follovws:

step {. Assign the label 0 to the vertex Ua.
step 2. Find any unlabelled vertex U1 vhich is connected with

the labelled vertex of MST. Assign the label to the vertex Ui
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if and only if the edge e
(3), and diJ<t.
Repeat step 2 wuntil all MST vertices are labelled. Then,
clusters of all vertices having the same labels are subtrees of
the MST. This yields our required partition.
Subsequently, we need to enumerate a number of partitions of an
integer P(n, q). To this end ve can use the Hindenburg algorithm
(Andrews, 1976) which can be summarized as follows:
step 1. At the beginning of the algorithm fix:

1=(U1, UJ) satisfies the requirement

P(n, gq)=¢(1, 1, ... , i, n-q+1). (7)

step 2. Find a greatest value J s8uch that

n_-n,z 2 . (8)
qa J
Given a partition (n_, na, cee g nq) ve define a new partition
t, .. ‘)= 1,... 1 ) (9)
(nl, » nq) (nl, » nj—i' nJ+1, nJ+ » nJ* ’ nq ’
q-1
where n’=n- 2 n'. (10)
q i
i=1

~

Repeat step & until the requirement (8) is satisfied.
EXAMPLES

Two particles observed in systematic sections will be presented
to illustrate the technique. The following features have been
measured on particle sgections: area and perimeter of the
particle , area and perimeter of a selected particle subunit
(Table 1). The matrix of normalized Euclidean distances has been
formed on the basis of measurements on each particle. Thus, a
similarity of particle sections can be considered by using a
tree partition algorithm (Figure 1). The treshold value of the
distance has been calculated by using the following formula:

n
=1
t = n 2 nin dij'
J=1
In our case, sections U1 and UJ can be treated as similar if

d1J<t (t=0.25 for particles A and B). Subsequently, using the

tree partition algorithm, the following subsets of sections have
been deterwmined for:

particle A

Sl=(U1' U2, UB' Ug), 52=(U3, UG' U7), 53=(U4}, S4=(U5),
and particle B

Sl=(U1, Ug), 52=(U2, Ua), 53=(U3, U4, UB' U7), S4=(U5).

Thus, both particles have been partitioned into 4 parts.
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Table 1. Features of systematic sections of particles A and B.
(at a magnification of 7000x)
Area of Perimeter Area of Perimeter
U1 particle of particle particle of particle
section subunit subunit
(mmz) (mm) (mmz) (mm)
Particle A
U1 234 67 70 57
U2 346 87 82 87
U3 544 115 187 116
U4 665 98 302 141
U5 811 110 485 208
UB 638 99 171 71
U7 476 [0 130 64
UB 312 390 56 S0
Ug 218 65 26 21
Particle B
U1 296 92 92 97
U2 526 107 276 116
U3 806 133 318 160
U4 640 124 314 184
US 922 148 350 221
Ug 756 146 314 216
U7 700 129 240 180
UB 480 115 270 151
UQ 242 73 60 56
Particle A
V] V) U U V) U U
u9 U1 2 7 3 6 4 6
0.18 0.18 0.12 0.80 0.22 0.23 0.32 0.62
Particle B
] U u u u U U U u
] 3 7 4 2 8 1 9
0.29 0.16 0.21 0.20 0.30 0.18 0.68 0.16
Figure 1. Minimum spanning trees formed for particles A and B.
The U1 indicate particle section, the figures between them

denote the distances.
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Furtherwmore, we enumerate the number of unordered ways of
partition P(n, ¢q) by using Hindenburg algorithwm, P(9, 4)=6.

APPLICATION

The method presented in this paper allows us to study a spatial
structure of particles in a defined feature spaces. Howvever,
the results of the analysis depend mainly on selected features,
definition of the distance function in the space, and the assumed
criterion of similarity betwveen particle sections. Therefore, it
is worth to consider when a particle structure is of a random or
non-randowm character in the defined space. The procedure of tree
partition results in subsets of vertices representing siwmilar
particle patterns under a certain criterion. Then, upon
morphological studies of particles, ve can note vhether the
partition happens to have the specified number of subsets. Let a
number of subsets in a partition of MST be a random variable.
Then, it is interesting to determine the distribution of the
random variable. A statistical analysis of the distribution
allows us to take a decision, wvhether the particle structure is
random in the defined feature space. Moreover, vwe way compare
the distributions of the randowm variable in the different spaces
of features. Thus, the obtained results can be used for the
quantitative description of wmorphological structure of particle,
and even for an elaboration of particle wodels. The question
ariges of an advantage of the studies by using MST partition. An
approach is to consider particles from a worphological point of
viev in the space, to s8study order and disorder in particle
structure, and to conclude a random character of certain forms
of particle structures. These results can be very useful for
further classification of an investigated wmaterial. By using
methods of cluster or discriminant analysis on the basis of
measurements of particle sections, ve can choose significant
features of particles. However, wve loose information about the
mutual relations of features in several particles. In
particular, this information can be important for studies of
biological structures. That is vhy, in this paper, the method of
multidimensional analysis for a particle has been presented in
order to use the obtained resulta for further statistical
analysis or wmodelling.
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