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ABSTRACT

A diagnosis in pathology is a classification based upon multiple parameters. Therefore, an
important challenge in morphometry is to determine what the most effective classification
procedure is for a given setting; in practice, this applies to a narrow differential diagnosis
between predetermined choices of similar morphology. To resolve this problem, a number of
approaches have been recommended, both statistical and non-statistical. Among the statistical
classificatory procedures are discriminant analysis, logistic regression, k-nearest neighbor
analysis, and recursive partitioning. Among the non-statistical procedures, the community has
expressed a preference for artificial neural networks. Experience in our laboratory using neural
networks in the diagnosis of histology and cytology specimens suggests the tentative
conclusion that in comparison with other classificatory algorithms, neural networks are the
method of choice.
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INTRODUCTION

Diagnosis is classification. In pathology, the clinical applicability of image analysis is
dependent on prescribing a specific method of classifying new cases based on multiple
parameters. Each case is represented by a vector of parameters; a sample of these vectors with
known diagnoses, referred to as a training set, is used to determine a general method for
assigning arbitrary parameter vectors to diagnostic groups. Although most moiphometric
classificatory studies to date have employed stepwise parameter selection and discriminant
analysis to classify cases, there is no reason to assume that they are the most effective of the
numerous methods which exist. The problem of choice and optimization of classification
methods is a crucial one, yet a review of the literature shows that this issue has rarely been
addressed and never been the subject of systematic study. Mathematically, the problem can be
framed in terms of how to best partition a multidimensional parameter space, where “best” can
be understood in terms of various measures of diagnostic effectiveness, such as accuracy,
sensitivity, specificity, and false negative rate.

It is important to note that the classifications we are dealing with are between very
similar diagnostic groups, such as breast epithelial cell lesions, and not among broad categories
such as cancer. The role of computers in diagnosis in the foreseeable future will be to assist
with objective classification among narrow differentiations, not to replace physicians. While a
cytopathologist has no trouble identifying breast tissue and hyperplastic breast epithelial cells
within that tissue, he may find it difficult to reproducibly distinguish between mild and
moderate hyperplasia. Moreover, as stressed by Rosai (1991), one cytologist’s mild
hyperplasia is the next one’s moderate hyperplasia. Image analysis and classificatory
methodology enable us to objectify this portion of the diagnostic process. This consultative role
of computers in medicine is discussed with great insight and lucidity by Blois (1980). As




















