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1. Introduction.
The notion of rulegelerating systems presented in this paper has been developed to describe
certain features which seems to characterise a wide range of social and cultural phenomena and
processesand it is as such defined as an alternative to the notion of rulebased systems. Both no-
tions will be introduced, defined and explained in section 2 and it will be argued that the relation
is not only.that of an opposition, but also one of inclusion, since the existence of rulebased sy-
sûems within the domains of the humanities are seen as manifestations of a specific subclass ôf
systems, i.e.: systems -in which a set of previously generated rules are mirintained and kept
invariant for a period of time.

Since the notion of rulegenerating systems is seen as the inclusive - and most general - no-
ton within the domains of the humanities one also need to ask how these svstems relates to
bigfogical and physical systems in which they are always included themselvés. This quesrion
will be discussed in section 3 while the relation betwèen the notions of rulegeneraûïg and
anticipatory systems will be discussed in section 4.

A few preliminary-remarks concerning the basic approach might be useful for readers who
are not themselves scholars within the humanities as well as thoie in the humanities who are
sceptical to the use of the notion of systems within these domains.

The position taken in the following can briefly be described as the result of an attempt to in-
clude the occurrence ofindividual - and eventually unique - events as a significant phenàmenon
in the analysis of cultural processes. While the occurrènce of individuallvents ij a senerallv
accepted Plenomenon within the humanities the understanding of the significance is at ihe sarne
time one of the most contro.versial questions a9d the different answers to this question forms
9.ne t!9 {n9st-ln}Po4ant dividing lines between different paradigms such as structiralist rheories
(in which individual events are seen as instantiations of ùe ovàrall structure or as a specific state
in a system or as an insignificant exception) or hermeneutics (in which individual events are
s:en as a transitory, chgging mental step in the hermeneutc circle or spiral) or post-modern
deconstructionism (in which individual events can only be connected ranàomly in à purely vo-
luntary and arbitrary way, eventually forced).

While each of these paradigms can be - and has been - critiqued from within the specific do-
mains to which they are applied thgV cry algo be critiqued on â par with each other às they are
all based on the common assumption that the phenomena's aesôribA in the theories exisi in a
kind of a vacuum as if the cultural and social phenomena could be described as purely autono-
ryoq1 and internally defined phenomena which are not at the same time biologiôa[y ana pny-
sicallv manifested.

Hôwever, the attempt to.relate cultural processes to the biological and physical world raises a
series.of complicated qlestions as contemporary physical-and biôlogical theôries do not provide
an indisputable or unified understanding bf ptiyiicâl and biologicil processes. The twb main
obstacles seerns to be l) that physical anii biotbgicat theories do àot prbvide a firm basis for ttrJ
understanding of human activities which involve conscious, goal-ôriented, normative and ae-
sthetic choices - or in short how to solve the dualism betweei ttre uraterial world and human
mt_nd.-1$,2) that physical and biological theories almost exclusively are based on the ;"ttrir ;i
repetltlvely occurring phenomena's (patterns, structures, relations, laws etc.) leaving the'occur-
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rence ofindividual events in the margin as peripheral or noisy disturbances. A thfud obstacle is
that physical theories presupposes that the bæic physical phenomena (matter and energy) and
laws are universally given, while basic biological and human phenomena only come into
existence (and fade away) within the physically defined universe - implying that there is an
empirical question of origin (of life, of mental processes, of symbolic representation) within the
physical universe.

What is needed when seen from within the humanities is theories of biological and physical
processes which do not rule out, but at least allow if not explain the occurrence of mental pro-
cesses and individual events as potentially significant events in nature.

A proper framework for this should be found in the well established philosophical principle
of continuity which are also often referred to in modem science. However, to avoid the dualism
between matter and mind it is necessary to include the mind and human activities in the notion
of nature as such. Hence the distinction between physical, biological and mental processes is
not seen as a distinction between three completely separate domains - but as a conceptual di-
stinction which does not refer to the existence of some distinct, >materialised<< or otherwise
compleæly distinct >>levels< which exist independently in nature. Mental processes are at the
same time also always biological and physical processes. But if physical processes are not al-
ways biological and if biological processes are not always mental there are still some differences
to be taken into account. As a consequence the notion of physical, biological and mental pro-
cesses will be used to designate three types of processes of which the two latter are characteri-
sed by a certain degree of relative autonomy. Or otherwise framed, that the desription of biolo'
gical and mental processes will need to include concepts which are not implied in a description
of physical processes. Concepts such as noise, memory, representation and codes are contem-
porary examples. While the main question from a physicists point of view will be to explain
how biological processes can arise, the main question from a biologist point of view will be
how biological processes can be stabilised as relatively independent of the underlying physical
transactions and how mental processes can arise. From the point of view of the humanities the
main question will be how mental processes and human activity can be stabilised as relatvely
distinctwithinthebiological and physical universe. Since I am neither a physicist nor a biolo-
gist I shall concentrate on the latter.

2. Rulebased and Rulegeneating Systems.
Although the notion of rulebased systems might be unusual, most scientists will be fa-
miliar with the idea of a system in which the processes are governed/determined/caused by a set
of general rules, which are assumed to be independent of the specific system and inaccessible
for change from within the ruled system. The notion of rulebased system refers to such systems
whether the rules are seen as causal physical laws, as pure formal rules (as in mathematics an
logics) or as biological and even social >>laws< or invariant structures. The basic idea is that the
stability of the system is guaranteed by a set of invariant rules whether the invariance is seen as
permanent (e.9. as in the idea of eæmal laws or as in invariant mathematical relations) or only
as given within the >>lifetime<< of the sysûem. Change of laws may occur, but only if they can be
assumed to be the result of another set of rulebased processes within or from the outside of the
system.

The notion could also be defined as a general notion of one of the common and most basic
assumptions of modem science since the l6th and 17th century and it is often defended by the
claim that it would be impossible to do science at all without this notion since it forms the basis
for the idea that nature can be described in a scientific way. If we cannot assume the exisûence
of repetitively occurring (i.e. rulebased) processes we can neither make precise scientific predic-
tions.

Hence there are strong re:$ons to maintain the idea of rulebased systems and any attempt to
question the validity may seem rather hazardous.

However, modern science does not rely only on the notion of rulebased systems, it does also
rely on the notion of truth and we are thereby allowed and even forced to ask whether it is true
that any phenomenon or process in nature actually belongs to a rulebased system? Nowadays,
we actually do have some scientific indications that it is not necessarily the case. Some phy-
sicists for instance assume that there were yet no fixed rules in the very fust few nanosesônâs
after the so-called Big Bang.
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Even if this and other assumptions concerning various sorts of indet€rminate states and situ-
ations later may be shown to be wrong, they cannot any more be ruled out with out any specific
proof. The answer to the question whether phenomena and processes belongs to rule based
systems cannot any more be taken for granted as an axiomatically given assumption, but has to
be treated as a matt€r of - and on a par with other - provable facts. The rules are on the same
agenda - as processes in the same time and space - as the substance/form of the ruled.

One of the important reasons for the mainænance of axiomatic status of the notion of ruleba-
sed systems can probably be found in the the weak and unpromising altematives offered for
instance by vitalism in various forms or by the subjectivist, relativist or postrnodern dissolution
of the world in unrelated instances and coincidences. At least, references to the poorness of
these altematives within scientific literahue seems to play a more important role in icience than
the vitalist theories themselves.

However, if vitalism is wrong because of the reference to undescribable eventually mystical
qualities, and particularism is wrong because of the lack of contnuity (implying that tliere is not
one universe but an indefinite number of unconnected fragments and parts) it does not imply
thæ there can only be continuiry and stability because of the existence of universal and rulebaseâ
systems. The principle of continiuity in the universe and stability of various domains in this uni-
verse could - at least theoretically - be maintained by other means.

What is lacking however is an explanation of how this might be the case and a solid demon-
stration that there actually do exist systems in which the stability is not provided by a set of ru-
les, but on the contrary.that systems exist in which the rules are genèrated and-stabilized by
other means during the lifetime of the system.

I dgnote such systems as rulegenerating systems and I will try to demonstrate that the stabi-
lity of such systems is provided by the help of various kinds of iedundancy functions which a-
mong other things allow the generation of new rules more or less independently of existing
rules.

Contrary to the-notion of rulebased system-s rulegenerating systems can be defined as systems
in which the rules arc :rmong the rçulls -of procésses witiin-the systern, implying that ihe sy-
stem as well as the rules qe open for influence both from other piocesses in ihe same syste-m
and from {ehe1 og lower levels and from the surroundings. TTrere may be constraints fôr this
openness, but there character of these constraints has to be analyzed in each case. Rulegene-
ratng systems posseses a set of features allowing changes of thè rules in ways which aè not
possible q.tot**"9 systems. Since the-stability gf rulégenerating systems i-s not completely
guaranteed by the rules, we need fint of all to explain how stabilit1,-- aird hence the demair:atioir
ofthe system as such - can exist.

The computer is a good case to consider for this purpose both because it is a well delimited
and {e{ defined system and because we at the same-time are confronted with a central question,
namely how to analyqe the relation between the material, physical and symbolic leveli of tbe
processes performed in this system gr{ finally because t}È iymbolic rulés used to govern the
computational.proces-onlycal d9 so if they themselves are manifested and processedin exactly
t\e.qame physical and symbolic format as any kind of data - ie: as a series ôf strings composeâ
of. binary notational units. The function of the rules as rules for the rnanipulatoriof aari is in
this case only the late result of the very same kind of proces as the processi^ng of the data ruled.

The basic reason for this very sq-angg arrangemenfcan be found in tlre pinciples of the uni-
versal computing machine as described by the English mathematician Alan Turing in 1936. The
argument runs as follors: If we want to create a universal computing machine in-which we can
process any possible finite formal procedure, we need to buildà mactrine which itself is not re-
stricted byjly specific finite fo^rmal procedur-e, pecagse any such restriction would deprive the
machine of its universality. It follows directly that there cànnot exist any specific atg<irittrm or
formal procedure which is a neccessary part neither of every computatiônà p.oces"not of an
universal computer.

As we now know the solution of this problem is to build a mechanical machine in which the
physical determination is restricted to.one_operation, one-step, while the combination oi rt"fi
!19 

seguenges is performed by anoptional-cômposition of seiuences of bits. Since the .o*f
$ûon rs optlonal - Td permanently editable -. it follows tha! the previous steps and procesies
does not deærmine later steps and processes in any nonoptional ivay. The syitem aùows any
formal rule to be modified, Suspended, substituted for another or uscÉU"a a néw function. 

'
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Any proces, any rule and any kind of data performed in an computer has to be manifested
and physically processed as such sequences ofbits and since these sequences are compositions
of such bits they can always be manipulated on this level - bit for bit - quite independent of the
previous content - whether it is data or rules.

The relation between steps is in principle a random and optional relation.
The processes in the computer and the stability of the system is basicly defined not on the

level of the formal rules, procedures or algorithms, but on the level of mechanically effective
notational units.

The relaton between the binary units and their symbolic functions and content is even more
strange since there can only be a restricted, finite set of units available while it is always pos-
sible to introduce new - semantically defined - notions in formal systems. ln computer the num-
ber of units has to be defined at the time the machine is build, while the formal procedures and
the symbolic content processed can be defined and provided at any later time. The programes or
rules which we use to govern and control the processes in the machine is not part of the ma-
chine, but of the material processed by the machine.

This may seem trivial, but it is not since we are not able to define a finite set of legitimate
units to be used in formal expressions.

In this respect the main result of Turings analysis was the proof that it was actually possible
to transform or translate any finite formal procedure into a format which could be executed in a
machine with only a limited, finite set of units available. I shall not go into details with his proof
since the main point here has nothing to do with mathematcs but with the fact, that the finite
number of units (in practice the two binary units) implies that the symbolic content and the
formal rules can only be ascribed to sequences of the very same finite set of (two) bits. Since
there are only two bits necessary it follows that these bits takes part both in the representation of
rules and of datas. They have no content of their own and there are no definable restrictions to
the possible content they may be ascribed over time. The binary units constitutes an alphabet
consisting of a finite set of legitimate, but semanûcally empty letters.

While the notations in formal expressions are defined as semantic units either as referrring to
a rule (e.g. a +) or as datavalues, the computational notation systems is defined as legitimaæ
physical values which shall function as mechanically effective units and they are necessarily
defined independent of the possible semantic content.

What Turing showed was that formal expressions could be transformed to a computational
(binary or informational) notation format, but he did not describe the differences between these
two kinds of representation and the wider implications of these differences.

Vy'e have stated the difference but not yet explained that it is a difference which cannot be
described within the general framework of rulebased systems. For instance one might argue that
there is only a transition from one set of symbolic, logical or formal rules to another set of me-
chanical rules.

But this is not so and the reason is that the transition from a formal to an informational re-
presentation is a transition from a symbolsystem which is stabilised on the level of semantcs
(the rulesystem and semantic entities used in the formal expression) to a symbolsystem which is
stabi-lized on the level of physically defined notational units.

A formal procedure can only be processed in a computer if the semantic content (whether a
rule or datavalue) of each formal unit of expression is distributed into a sequence of binary
units. The semantic content is processed on a lower - subdivided - level which on the one hand
makes the processing vulnerable to disturbances (noise) from beneath and on the other hand al-
lows optional changes on the lower level scale independently of the previously intended seman-
tic content of formal rules and datavalues on the higher level. The conversion from formal to
informational notation imptes that the sirme content can be manipulated according to quite dif-
ferent principles because the informational notation units does not have any semantic content of
their own. They are only defined as legitimate physical units which shall take part in the proces-
sing of both rules and datavalues.

However, the physical and mechanical criterias involved in the stabilisaton of the binary se-
quences do not suffice because they cannot be used to decide whether a binary signal e.g an /O/
is changed to an lll or vice versa because of noisy influences during the processing.

Since computers normally do function, we know that there are practical solutions to this
problem around. The basic principles of these solutions were described by Claude Shannon in
his paper >Mathematical Theory of Communication< (1949) in which he showed various ways
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to stabilise the expressions ftansmitted or as he said >to combat noise<< by the help of various
kinds of redundancy functions. I have treated his analysis elsewhere and shall now only sum-
marize the basic problem and the principles used in the possible solutions.

First one should be aware that there are three kinds of noise involved. The first kind relates
to the fact, that we need to be able to identify a notational unit as distinct towards the physical
background/substance in which it is manifested. The second kind relates to the fact, that we
need to be able to identiS any single unit as distinct compared to other legitimate units, and the
third - and theoretically seen mosfinteresting - kind, whièh relates to the fact that we need to be
able to identify a notational unit as an legitimate (intended) unit compared to the possible but
non-intended occurence of the very same physical form.

Although Shannon was only concemed with physical noise in mechanical transmission sy-
stems the basic question (how is it possible to distinguish between a physical unit/form which is
intended part of a message from an physically identical form which is not intended) need to be
solved in one way or another in any symbolsystem.

The reason for this is that we can only use physical forms as symbolic units if these forms
actually are physically possible and hence might occur without being intended.

Since this is the case, it follows there there is no way to overcome the third kind of noise by
the help of physical and mechanical criteria alone.

This is of course a very important result - implied by but not made explicit in Shannon's ana-
lysis - since it forces us to introduce a distinction between on the one hand physical and me-
chanical criterias and on the other hand intentional criterias for the stabilization of symbolic ex-
pressions even in the case of a physically welldefined and mechanically effective al'phabet such
as the binary alphabet.

As it is probably known Shannon solved the problem by adding a set of connol codes
(which in itself can be described as a formal and rulebased solution) to the messages send, one
might wonder why he - and I - need to refer to the notion of redundancy? The reason for this is
that even if it is possible to describe many specific solutions as formal and rulebased solutions,
it is not possible-to desgribe the relations between various solutions in the same way. Actually,
there is no set of rules for choosing among various solutions and what is even more important:
the need for rulebased control procedures may vary according to the signal structure of the mes-
sage. This is very well illustrated in Shannon's pap€r in which the problem is presented as a
c.oryegyelc9 of the effort to increase the transmission/processing capacity by reducing the sta-
tistically defined redundant parts of the messages. The notion of statistically defined redundancy
reflects the existence of repetitively occurring patterns (on the level of the notational unitJ)
which cannot be described in a complete formal representation. These patterns are neither com-
pleæly deærmined by any set of rules, nor a part of any specific meaning. They seemed to be
completely superflous, but they were not. If they were compietely eliminated iir the transmis-
sion the message would be distorted because of the noise in the channel.

The main effort was to eliminate redundancy but what he found was that it was only possible
to ryducg.thg (statistically) defined redundant parts of the message by introducing and adding
another kind of redundancy, that is the formal and rulebased control codes whièh should bé
added to the message to e_n-sure the fegilimagy of the received signals, but wirhout having any
impact on the. content - and hence redundant in this respect, while at the same it is a distincl part
of the transmitted message.

The main conclusion of this is simply that redundancy in one form or another is always ne-
cessary for the maintenance of the stabilty of a symbol system on the basic level of physical
manifestation.

. -The basic necces,sity stems from the fact that any physical form which can be used as a sym-
boVnotation unit (of type information) cqn always èiist as a mere physical form (of type noise).
Physics does not deliver concepts to establish this distinction.

A second conclusion is that one kind ofredundancy level (determined on one level for instance
formally delined redundancy_on_the-level of syntactical sequences) to some exûent may be
substituted for anotherkind-ofledundanly (evennrally on another level for instance statisdôa[y
defined redundancy on the level of (the frequences of) the various notational units).

The (economical and effective) point is that the former can be shorter than the Étter. The the-
o.retical pointis that the stability of the whole system can be obtained in different ways - and on
different levels.
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Although each level eventually might function as completely rulebased it would not make the
whole system rulebased unless there were also rules for.the switching between levels. There are
no such-rules. It will always be possible to increase various kinds of redundancy on more than
one level level. There is no upper lirnit, there is only a lower limit, if redundancy at the bottom
level is reduced to a minimum it has to be increased on another, higher level. As an implication
of this we can state that the computer represents a system in which the stabillity can be provided
by a variety of means on various levels and that each level can be modified and changed.-while
tlie stability is provided on another level which in turn it self might be modified while stability is
then provided either on lower or higher level.

kr,computational expressions there is no invariant level whatsoever - except of course that of
the physicâ invariant machine. But since the machine operates on the level of the binary no-
tatiohs, this limitation is not of theoretical significance, it is only a question of deliberately ac-
cepted practical limitations which can be overcome according to the principles of the universal
computing machine.

Nèithei the sequences of bits, nor the chosen set of algorithms, neither the function of a
given algorithnr" nor the semantic interpretation can be taken as invariable. They can be declared
io be invariant and kept so for a shorter or longer period but only according to a deliberaæly
chosen, human intentbn. The rules and other rneans of stabilization are only able to perform
this function as part of the processes. They - and the stability itself - exist as the result of optio-
nal step to step processes on a lower level and within time and space.

As â conseçence of this we can also conclude that each new step - each individual event - in
principle allows a choice both on the level of the bits, of the syntactical level of formal
procedures and of their functions as well as of level of the specific and overall semantic content.
The indiviudal event is not the function of a preexisting set of rules - if we don't want it to be
so.

If we would maintain that there still are only rulebased systems in the world, we could only
do so by including the a description of the rules of human intentions and the capacity to create
symbolic expression systems as part of the descrption of each step-to-step proces in a com-
puter. We would have to say that there really is no choice.

The evidence needed would include the demonstration of the existence of a rule behind see-
mingly individual events such as the choice of a given algorithm in stead of another to a given
pu4)ose, or the change of the functon of an algorithm (for instance as a means for another
purpose) or a rule which could take into account the existence of different sets of definitions of
the ascii-codes just to menton a few cases close to the computer.

Thebasic obstacle is that the idea of nature as a rulebased system or a set of such systems
implies that there are both rules for each system and for the relation between systems, but if the
latûer is the case there is only one system including the mental capacities, and if only the former
is the case, there are also individual events possible in the relations.

Simply to acc€pt the idea of the existence of significant individual events in nature on the
other hand is also a risky business since it would lead into a complete dissolution of the concept
of nature. There would be no way to connect each individual event with any other equally in-
dividual event.

This is exactly why it is of relevance to consider the relation between redundancy and indivi-
dual events more closely.

The concept ofredundancy was introduced by Shannon to describe the existence of repetive-
ly occuring patterns, units or in general: phenomena's which have no function or meaning in the
system in which they occur. Shannon uses the notion of redundancy in a rather vague and
loosely defined way about any repetively recurring patterns which has no importance for the
meaning or structure of the symbolic expression, and he is not much concerned with the various
different forms of redundancy. However, such different forms can be found and identified,
even in his own original paper, in which we can find several types of redundancy structures
which are distinct in respect to structure and/or function.

To the vague and general definition of redundancy as repetitively occurring, superfluous
structureVpatterns which are of no importance for the content of the message, we can add tlre
following 4 definitions used - although not explicitly defined - in Shannon's paper:

l. Redundancy defined as repetitively manifested patternVforms which occurs determined by the
symbol system used. The idea is that certain parts of a message are determined by the rules of
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the language stmcture in which the message is manifested, while other (and distinct) parts arc
deliberately chosen to rcpresent the distinct meaning of the individual message. In this case re-
dundancy is defined as the parts deærmined by the general system and opposed to the pattemV
units which represents the distinct parts - which is assumed to represent the content - of the in-
dividual message. In this case redundancy is defined in exactly the same way as the rules of the
system.

2. Redundancy defined as possible, but unused forms allowed by the language structure. In this
case it is not the manifested parts deærmined by the language structure, which are seen as re-
dundant, but the set of possible alternatives, unused choices allowed by a given symbol system.
Redundancy is still defined in contrast to the individual message, but this is now contrasted to
other possible messages (or to other possible, but not used rules).

3. Redundancy defined as the statistcally determined repetitive patterns in the occurrence of the
various notation units, that is: defined without regard both to the content and the rules of the
symbol system itself. In this case redundancy is defined completely independent of the symbol
system and the meaning.

4. Finally redundancy is defined as formal control codes which are added to the message during
transmission and removed when the control procedures are performed.

Although these different definitions demonstrates some of the complexities involved in the no-
tion of redundancy, Shannon is mainly concerned with the opposition between repetitive struc-
tures on the hand and singular occurences on the other. As a consequence he sometimes consi-
der repetitive patterns as redundant and sometimes as part of the rulestructure of the symbol-
system, but always opposed to the singular occurrences which he considers as the distinct part
representing the distinct meaning of the expression. In short, if there is a repeatable pattern there
is a kind of redundancy and if there is an individual event there is meaning.

If the meaning is only in the individual events and the repetitively occuring patterns is only
manifestatons of the rules of the system, one may wonder why there is a rulesystem at all and it
is probably no coincidence that linguists such as J.J. Greimas and J. Courtes (197911982) quite
contrary to Shannon defines linguistic redundancy as patûerns which actually do have some - yet
not theoretically analyzed - importance for the internal organisation of meaning.

The opposition between these two ideas of meaning is particularly interesting because both
theories introduces the concept of redundancy although they are build on the idea of rulebased
systems. But if - as ssumed both by Shannon and Greimas and Courtes - we are always dealing
with rulebased systems we are forced to define redundancy in one of these mutually incon-
sistent ways. While Shannon is unable to explain how the use of redundancy may take pafi in
the expression of meaning, (and leaves the meaning as a completely isolated, individual èvent)
Greimas and Courtes are unable (or unwilling) to take individual events into their account since
meaning is related to the repetitively occuring pattems. In both theories redundancy is intro-
duced as notion of repetitive structures which differs from ruledetermined stmctures - which are
repetitively occuring too - in that the former are supposed to have no regulative function. While
Shannon maintain the idea that redundant patterns are superfluous, he actually demonstrates that
the redundancy is necessary >>around<< the individual events and hence do have a function for
the maintenance of the stability, Greimas and Courtes maintain the idea that redundancy - al-
though repetitive just as are rulêdetermined structures - is part of the manifestation of meâiring.

The only way to bridge these approaches would be to acknowledge that meaning may be ma
nifested both as repetitive patterns and as individual events occuring as variations in a given
Pattem an{ thqt redundant pattems may serve both as means of stabilisation - quite similar io the
function of rules - and as a means of the manifestation of meaning - quite similar to individual
manifestations of meaning.

While the notion of pattems which neither have the function of a rule nor of a specific
meaning may seem strange for many scientists, it is a quite usual phenomenon for instance in
ordinary lan-glage. The letters of the alphabet represents a selection ôf such patterns as does ttrc
repertoire of legitimate syllables. While the former of these sets is - nearby - closed ttre latter is
open, new members may come into existence. If a new member is introduced we are allowed to
speak of this as an individual event. There have to be a first case. Only the repetition however
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makes the new form to a member of legitimate syllables, but if the repetion only takes place as a
repetition in a specfic constellation (for instance in an imported foreign word) it has not trecome
stabilized as a member of the set of legitimate syllables. This would be the case only if the new
syllable were also used as a compositional unit to form other words. In such cases we have a
development from an individual first case, in which a new form is introduced, to the repetition
of the new form by which it becomes a legitimate member of the existing repertoire of forms
which may be used in various ways in the future. The set of stabilized, legitimaæ syllables re-
presents a repertoire of redundant forms which may be utilized in several and different ways in
future states of the system. In some cases a syllable is used as a semantical unit ascribed a spe-
cific meaning, in other cases it is used without any semantic content as part of a word consisting
of more than one syllable and in some cases it is used as the manifestation of a gramrnatical or
syntactical form. Syllables serve both to the manifestation of meaning, of individual events and
of rules and they can do so because they are not themselves loaded with a specific meaning or a
specific function. They may serye more than one these aims at the same time or they may
change function during the course of time.

The use of semantically empty set of letters and syllables in language are traditionally seen as a
means to provide a limited set expresional forms which can easily be remembered without limi-
tating the repertoire meanings which can be manifested. If it was possible to derive the semantic
content from a set of rulebased means of expression, there would be nothing to say. The se-
mantic content cannot be completely stored in the syntactical structure. But the semantic content
could neither be manifested if it was to be manifested as pure isolated, individual events with no
relation whatsoever to the system. The purpose of redundancy in language is to provide the
forms which connects the individual event into the system without reducing it to a manifestation
of a single state in a completely rulebased sequence. Contrary to rulebased systems, systems
based on redundancy allows the occurrence of deviations and modifications of both the meaning
and the rules and they does so because they at the same provide the stability necessary for the
maintenance of the stability. Redundancy based systems posseses a set of features of change
which are different from those of rulebased systems as the redundant pattems and structures
nray serve as a means to stabilize the system while their own functions/and or meanings at the
same time are changeable.

The general relation between individual events, repetitive occurrences and the formation of
rules in redundancy based systems can be described as follows:

1: The establishing of a new expression form, a new pattern.
In some cases new forms can be established by legitimation of formerly - noisy - varieties as
independent forms. The ultimate limit for establishing of new forms is given in the physical
substance used, and/or in a set ofmore or less welldefined physical and/or constitutional
criterias for legitimate forms in a given system. A main point being that new forms can be
legitimated as such, with or without a specific content or function.

2: The repetition of the form - changing it from new form to a familiar or conventional form or
redundant information).

3: The use of the form as a rule, ie: connecting the form with a regulative funcûon.

Redundancy in language is in use on all levels as a mechanism for variation: notational, sylla-
bic, syntactic, semantic including stylistic variance. Syntactical structure for instance can be de-
scribed as a redundancy structure. [n ordinary danish a rich variety of meanings are expressed
in the same syntactical scheme as most main clauses are manifested in the very same syntactical
structure (while subordinate clauses are expressed in a sligtly different scheme). This is quite
contrary to the relation between syntax and semantics in formal systems in which semantical
differences are often manifested in different syntactical expressions. The scheme of linguistic
clauses allows a number of variations on the syntactical level. Some of these variations are op-
tional in some cases, but not in others. Some variations may change the meaning, (ie: they are
chosen to manifest a specific meaning) some may not (they may be chosen deliberately without
impact on the meaning). The possible variations on the level of syntax is both dependent of the
overall scheme and the allowed variations of the scheme and of semantical ctroices. According
to the circumstances - familiarify for instance - some parts of the scheme can even be left out.
The syntactical scheme provides an important means of stabilization of meaning by the help of
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range of possible utilizatons and variations, or otherwise framed: it is onp of the variable axis
in the overall linguistic system.

This is one ofthe re:$ons why I se ordinary language as based on redundancy,l and redun-
dancy as a precondition or ressource for generating meanings as well as new rules.

Another - but connected - reason would be the existence of over- and underdeterminaton. in'
terferences between rules and the lack of rules for regulating relationships between overlapping
rules an so forth - phenomenas often described as marginal - expressed for instance in the
phrase: no rule without an exception. Itself a >rule< which can be applied to a very high degree
in linguistic matters.

Redundant pattems on a given level can be used in different ways:

I: As a means to stabilize a level relative to another level, eg: syllables to stabilize the use of let-
ters, or syntactical forms to stabilize meaning on the semantic level etc.

II: As a repertoire of forms from which new varieties can be created (pattem deviation)
III: As a repertohe of forms which can be taken into use - to express a new meaning or new

aspects of meaning, or to ascribe a new regulative function.

That language as such is not a rulebased system (although it contains many rules), but based on
redundancy structures of this type is also strongly supported by the fact that it allows a rea-
sonable way to understand the development of language since it allows a development from first
manifestations over repetitive manifestations to the generation of rules. How could language
have developed in any other way? We still have a problem concerning the explanation of the
natural origin of the human capacity to create symbols. But this is the only mystery left, while
those who argues for the priority and preexistence of the linguistic rules also owe us an rea-
sonable explanation of the origin of these rules.

However, it should be stressed that redundant systems does allow the formation rules as a
means of stabilization. But the point is that the description of language (and other symbol-
systems) as based on redundancy implies that the establishing of rules is seen as a part of the
usage, including the acceptance, ie: that the formation of rules are an integrated part of the use -
contrary to a description of language as a ruled-based system, in which the rules are supposed
to be given as invariants, somehow given from the outside.

In a broader perspective we could say that one of the main reasons that language has to be
based on redundancy is inheriæd in the functioning of language as mediator between senders
and receivers who are not - and cannot be - fullv svnchronized to each other. One could also
ask why communicate at all if they were synchronizêd on beforehand? Redundancy provides a
means to coordinate between or adjust unsynchronized systems.

Instead of going further into this I shall now give a general definition of the concept of
redundant systems - stressing the generative potential which are often overlooked if not totally
excluded (as it is the case for instance in Shannon's use of the concept).
In common use redundancy denotes the repetitive occcurence of patterns which have no func-
tion or meaning - and hence pattems which could be left out just as well. That is: as a passive
more or less irrational phenomenon.

Contrary to this, it can be shown that redundant structures have important functions, and are
used to many ends not only in ordinary language, but also in computers and in any other known
use ofphysical patterns as carriers of symbolic content.

The basic reason, it seems, is that systems based on the use of redundancy posses a set of
mechanisms for semantc variation which cannot be found in strictly mle based svstems. This
set of mechanisms consists basicly in four axes of variation, as ipecified in the following
points:

I Concerning the concept ofredundancy one might add, that it is always a phenenomen presupposing an
observing and interpreting mind to whom something can be redundant, implying that redundancy is also always
relative to something more distinctive. That is: as a difference which in some respect is minor to another. Hence
one might conclude that if there is distinct meaning there is also redundancy of some kind. It should also be
noted that the only difference between a redundant pattem and a >structure<( is the function of the recurrent
pattern: if redundant it might have no function at all, except that of the potential functions in the past or in the
future, while >structures( means pattems which actually have an organizing function.
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Redundant systems: The four axes of variation:

, l) The axis of variation of physical form as legitimaæ p[sical form_- relative to the substance- 
(new forms, variaton of existing forms) for instance: The level of basic notation (in symbol-
iystems using notations) whether alphabetical, binary notation or other forms. On this axis
substance does matter in some way or another.

2) The axis of variation of structural relations between legitimate forms or patterns. The levels
of consûellations in syllables and syntax in language, the level of the ascii-codes and algo'
rithms in computers.

3) The l. æris of variation on the level of semantic content: The level of weakness-strenght -of a
given content expressed. This type of variation >>more or less. stroag< is well known from
the various spech acts (assertive, directive e]c.) Variation on this axis can be both continuous
and discrete-in ordinary language (oral).2 Such variatons are not expressed (but pre-
supposed) in written manifestations, while only discrete variation_(according to selection on
a scâe) is possible in computers. However discrete variations can be approximated to nearby
continuous at least to the human sense organs.

4) The 2 . æris of variation on the level of semantic content:
- as change of content of a given form (different from change of the semantic strength)
- as the transition from a first manifestation as legitimaæ form with a new meaning, to the
repetitive use of the new form - eather as a change of meaning or in a regqlative function. --
- Changing the content of the form from new meaning to conventional rule (eg: syntactically
stored content).

The basic principle is tlrat variation on one axis in some but not all cases implies variations on
other axes and that rules are not necessary for the regulation of the relations between levels. The
stability of the system are in some cases based on the stability on one level while there are va-
riations on another, in other cases the stability is established in the mutual relationship between
coexisting levels. As a consequence there can be lots of free variations of the forms both on the
lower level (as it is the case on the notational level in written language which allow us to use a
huge amount of different physical manifestations of the >>same<< letter while other physical la-
riations represents a change of the letter to another or to the dissolution of the letær) as well as
on the higher levels and in the intenelationships between levels.

3. Cultural, Biological and Physical Systems.
So far I have been concerned with some of the reasons to doubt the universal validity of the no-
tion of rulebased systems within the domain of the humanities. I shall now give a more general
reason namely that the notion of rulebased systems seems to be inadequate for any attempt to
describe the existence of mental and conscious processes and their relaton to biological and
physical processes. The main argument for this is that mental and biological processes relates to
a limiæd and rclatively independent time scale and - as I will argue later - such processes can
only exist if the mental and biological systems posses a set of capacities which cannot be de-
rived from any existing theory of the physical nature.

One of these capacities - mentioned in the preceding secton - is the capacity to distinguish
between a physical form which is a legitimate member of a symbolsystem from a physically
identical form which is not. While two such physical entities are identical in respect to physical
properties and effects, they are not so in respect to symbolic properties and effects. The diffe-
rence cannot be done away by considering the difference as an effect of another physical system
(for instance the brain) because the same difference applies to the relation between the neurq-
physiological and the mental processes. The svstem has to react to a di-
stinction which does not exist in terms, namely whether the occurrence of
an entity (e.g. a perceptual impression) is part of an symbolic representation or not. The argu-
ment applies to any domain involving notions such as noise, information and codes and maybe
it also applies to any domain involving reference to some sort of organized substance. It may

2 Some linguists tend to define this axis as purely oppositional (binary oppositions) as the difference between
marked and unmarked articulations. But I see no reason to exclude a continuous scale ofvariation.
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not apply to mathematics, but only to the application of mathematical principles in the descrip-
tion-of other natural processes. ttàto might G nearby right in distinguiShing 

^benveen 
the eæmal

world of pure forms and $e real low og noisy world (ifhe would only allow both things in the
same universe of time and space) and modern l6th and 17th century science wrong in tÈ'e defin-
itign 9f substance as (extensional) form - and 20th ce-ntury sciené wrong in thé general dis-
missal of the notion of substance implied in the idea of abstract, selfdependent formi, structures
and relations. The question is reopened - one ofthe reasons beingjust à titue uit.

The great and wideranging effects of small things such as the-bit follows basicly from the the
necessûy to integrate both physical-and mental criterias in the explanation of this phenomenon.
There would be no computers if there were not symbolic piocesses and minOs but there
wouljln't be computers neither if there were not mechanical and physically performing machi-
nes. In the case of. computers the connection is established only 6y 

-the 
heip'of ttre biti. While

there cannot be noise on the pure physical level, there is no wày tb eHminâæ noise completely
onthe symbolic level, it can only be combatted, reduced and controlled. This again is only poi-
sible because the timescale of the symbolic processes are not a direct functioriof me tinieôate
on the physical level. The physical signals are processed sequentially, but the control function
c.an only be performed as a proces in whichlater signals effects former signals. The physical
timescale is not broken, the universal,p_hysical procegs proceeds continuousi-y, but the eff"éts on
the symbolic processes are suspended for a period of time. Without this therë wouldn,t be such
th'lngs. as storage,-memory or - as it wilt be discussed in section 4, anticipation which is an even
more intruiging phenomenon since we are only able to observe Lhe past ànd not future events.

Although contemporary physical theory does not deliver a uniform and universal idea of tinp
lve are.ln geleral almost alyays referring to a notion of time as a (mental or >real<<) continuous-
ly passing.phenomenon, which can be measured acgor$ng_to a cùscreæ scale impiying the exi-
stence of distinct states. TI"ry ! no great difficulry in thislf we are only concernà witl either a
P.h.fsicat process or a biological process or a nrentaf process, but if we are taking tfre retation-
ship between.these.processes - which we need to dd according to the coexisænËe of mental,
blologlcal and physlcal processes in the same nature - we are confronted with a verv intrizuins
Prgllenl namely that amental state can only exist as a relation between at least twô - Uut-prol
bably.a hug. e amount of - physical states which operates on a lower time-scale. One may won-
$er ryhy this is the case and the answer is that a mental process (for instance a perception or an
ima.gination of something) takestime - the stable biologièal and mental entities (ir *refo ut" .o"Ï
at all) can only occur as the result of a proces, - and the time taken to produce'the stable biolo-
gical and mgntal entities will always comespond to a change befween a number of different sta-
tes on the physical level.

" 9n"..tghl ass\lme $at $is is only a question of aggregation or sampling of a certain :rmount
ot physlcal states into fixed sequences or containerVCarriérs which at tùe s-ame time as they are
complex physical processes acts as the basic and undividable units on the biological -A ,É"tA
s9a$. fn9 intruiging point in this is that there is no equivalence between the éxtension of thJ
lnlttfd: 

the biological *{ F" mental processes. lake for instance spoken language which is a
specllrc utrllzation of breathir.r.g*speach organs and earfunctions whilê the breaftin-g at the same
time is part of_a number of differènt interactine processes - providing oxygen to 

-the 
organism

for instance. While the kind of molecules in tÈ'e'ar does not matter mucir-for the 
"upËiw 

to
:ry.?"h-,- 4"v gtlv need ro be rhere in a certain densiry - it is vital for the breathing p;;;;, ilà
]lllr: 

try bTathing primarily is a process for each individual, speach is primirily a process
whlch.pres-upposes more than one individual. Although-we don'f breathe in exactiy the same
y^1{',!flpq 1er.v9s the same purpose for all of uslthe individual variations maf **t f-
each lndrvidual' but has ng importance for tlre ggneral function. They are of minor'importance
in biology, while they at the same time are of màjor importance roisÉicrr. we can oniv speak
rn so lar we breathe' but.we. qogqlt't spgak !f breathing were a iurely physical-me,ihairica
process which couldn't be individualll verig$. Speach is oily possibiè uériué it is possibË to
code some individual variations in the breathine.'

The function of breathing is inherited in tÈe continouos repetitions, while the function of
lPepn seems to be to coordinate and adjust the relarions Uer,ve'en-Oifiérônt individuals - ruùcfi
FS"|rn*: presupposes thal they are nôt coordinated anO synctroniiàO ôn beforehand neither
ln lne Dreathrng nor in the mind.
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In so far we are describing the organism in physical terms we would end up in a t4q0 Snd
of system and relations. Giien notiôns such as molecules, e-nergy and force it would be im-
potiibl" to delimit a neurophysiological system or the speach organs and to explain why the'movements 

of molecules sÉoùtd cause a sôund effect in the ears but not in the eyes or lungs - or
fingers or why in some cases they causes an lmpression of noise, in other,cases_an impression
of itusic and in other cases again of speach. It would actually be impossible to delimit the bio-
logical system as well as the irental system since there would be no criteria for the delimitation
of-these'systems. On the level of thé atoms, molecules,_energy and force there is-only such
things as gravity, position, density, velocity and chemical reactons - and they are all oler and
achÏn a cimpléæiy uniform - anâ synchrônised way. Phenomena such as the neurophysiolo-
gical system -'assuiningly a precondiiion for the mind - cT gn_ly- be poilte.d out and delimitaæd
às a qiercinc system by ihe help of the concept of the mind. We wouldn't know which mole-
cules ànd procêsses *é should ielect as the neurophysiological system if we did'nt not have the
notion of ihe mind as something different than ihese processes. So the very special kind of
reductionism which seeks to reduce mental processes to physiological processes tries to do so
by ignoring the fact that they can only ideniify the neurophysiological system by the help of
properties they attempt to denY.^ 

ttris kind ôf reductionism is right in assuming that there is oniy one universe, butit is wrong
in assuming that it can be described within the framework of a rulebased sy^ste.m and because it
denies the èxistence of the very same phenomena, which are used to identfy the phenomena to
be described. That physical, bi,ological and mental systems are not describable within the same
set of concepts is sùoirgly supportéd by the empirical fact that new concepts ar_e always introdu-
ced even wi-thin reductionist ilieories when moving from one level to another. If modern science
is right in assuming that the universe orginally consisted gnly 9f c.ongentrated energy we need to
assu-me that the laær development includes the origin of biological processes, eventually im-
plying coding procedures as well as symbolic processes, intentions, goals etc in some - maybe
very IragmeÀtàry segments of this universe. The processes of breathing and.speach are- inter-
relàted ind connecteâ, but only partly. The two systems differs in their extensions as well as in
their functions - and in their iristoricA relations: the phenomenon of speach is much younger
than that of breathing, but speach has become a condition for the survival 9f huTq beings.
There are som hard first cases and evolution of new types of rules and regularities and
variations to be explained.

4. Rulegen€rating and Anticipatory Systems.
The notion of anticipatory systems ( seems to imply or) is only of relevance if_choices are pos-
sible. Given a system in a certain state there need to be at least two options for the next step.
However, a choiêe is not identical with chance. There is only a choice if the next step is taken as
a consequence of one or another influence ( e.g. a conscious consideration, an optional. reaction
to external stimuli). While a selection of the next step in a random process can take place
immediately, a choice takes time. The notion of choice implies the existence of_ a system which
is able to niaintain itself as stable during the time needed for the selection of the next steps. A
choice implies a suspension of the physical timescale. Since any systgln is always a1o p{tY-
sically manifested and processed it follows that the stable state is stabilized in an underlying
physical proces - the stable state needed to perform achoice Pay be seen- as an aggregation of a-nuhUer 

ôf physical states, but it is not definable on the l,ey9l of physical states since a dgsgrip-
tion of phy3icâ states does not provide the criteria for delimitation of a stable system with the
capacity tô choose. The process of choosing is a proces !r-r which thg sy.ste-m spend a time in
which â series physical states is aggregated so that the a diachronic physical process functions
as a synchroniied unit on a higher level, while the lower level physical processes proceeds-con-
tinoully. The movements of the molecules does not stop according to the higher level en-
tities/states.

Physcial theory (such as thermodynamics) provides models for relations between random
processes on a lower level and ordered states on a higherphysical level, implying that a phy-
;ical system may have more than one scale of time as there is no direct correlaûon between pro-
cesses on the tiinescale on the microlevel and macrolevel - some processes on the lower level
may cause a change on the higher level while some others do not and the criæria for this di-
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stinction can only-be.identified and measured on the macrolevel. But even so it does not provide
any criteria for a distinction between chance and choice in so far as it does not provide âny cri-
teria for the identification and measurement of the time needed (and processes ferformed)'for a
choice to be made.

The distinction between chance and choice cannot exist within the framework of any existing
mechanical and/or physic$ S"ory. The notion of choice implies the existence of systéms, prol
cesses and states for which there is no room in physical théory which only allowJ chancejbut
not choice. The basic obstacle is that a choice impiles that the-system is câpable to be stabile -
acting as a qniq - acro-ss a series of different physlcal states. The next stepis neither the result
of a deterministic mechanical process, nor of an instantaneously and raridom process. While
theories allowin_g chance also allows random variations and hencè certain kinds ôf innovations,
they cannol explain how stability and innovation interacts as interdependent processes allowing
changes of the system to take place.

[.hile modery physical theory introduces chance and modem biology choice - both allowing
a wider range of possible changes in nature, there is still a need to iiiroduce a notion for thë
possible changes of rules (or laws) due to the facts that many rules only exists as resultants of
processes within time and sPace and that many known rules ôr hws wai neither given from the
beginning lor c3n they be derived as a consequence ofprevious existing laws alo-ne.

It would not be umeasonable-to expect thaf the concept of anticipato[, systems - defined as a
sy.llem which laY contain predictive models of itself alnd/or of its environment, which it can
utilize to modify its own present activities (Rosen, 1985: 195) - would be a candidate as a no-
tion for. such systems, although it is not clear whether the possible modifications aloweà in-
cludes the modification of the constituents of the system and^the system itself?

Considering the computer forjnstance, we can lay that the physical machine is not a system
possessing any capacity to modify itself, while we ourselves are èapable to do that. However if
we consider the. computer on the level of binary notation we are considering a system in which
any t$ng of brls can be changed into any other string by the help of a third siring, wtrite the
two bits themselves are the.only invariants. There are no timits foi the possible ctrfiges oi ttrè
system on this level, which means that restrictions can only be imposrid from highe"r levels -
which - as described earlier in _this paper - means that these liigher lwet constraints'remains op-
i9"d;*.y are deliberately chosen ior a g_iven purpose andtept invarianr Ouring a periôa-fif
tlme. l1 lunng-ls nght ln lls description of the principles of thé universal compu--ting machine
Y" "T 

take it for gj*t d thg any finite procedure can be converted into ttris systeniin wtrictr
the rules are manifested an_d processed in a format which actually allows boih the complete
suspeasion or dissolution of the rules as well as an unlimited numÉr of possible *"Aif."ii""i
and changes ̂between different rules. Although rather inconvenienr it coulà in princiffeË Aïnè
bit for bit. If anticipæory systems belong io the class of Turing-computiute procèdures thev
I"jld,tr open tôrthese types of changes too --in so far they are cônverted into'and representeô
m tne blnary.alphabet. But this operation would imply that the anticipatory system as sùch could
only.be considered as a selected fugher level represèntation in anothér sysieÉ which would have
another description, for instance thé one previously given.

Now, computers are not.intrinsically irlegenerâting syJtems, they are only vehicles for such
systems, {tar.nely human beings which are càpable to-Uuila and use such mâchines wtrettrei tà
mathematical purposes or to a variety of othei purposes. Since there is no evidence for the as-
sumption that the brain operates with a notationàl system as does the compurer we cannot trans-
fer the properties r-elated-to this system to the brain. Maybe rulegenerati'ng systems possesses
only a much more lirnited set of fossible ways for.the gÉ*g" of"rules? iniimay *ôri u" t uà
but even so there is still an open question côncerning the cf,aracter of these constraints since
they have to function as constraints on the level of coîes and represeniaiiôn, wtrile at the same
time they can only be constraints if. they are physically manifesied -a fi*"s"d in rime and
splc-e. The samc would apply to anticipàtory iysiems.

..-jlg,Try"{p9re;g,ntational systems_nsceisarity are based of redundancy functions at the
buttom level - that of the physical manifestæion of the representational uniis (whether in ttrè
ïT,3T:^-o,r::p-qt:i";rr"d bJ *. externatised .epresentitonal syGm)-anticiba-tory ;ysd;
are also based on redundancy functionsas are rulegènerating systems. Tfre majolr difi#"* ;;far seems to be that the notibn of anticip_atory syùems doe-s iot include any accognt of howindividual events (whether produced in 

^ttre 
systém as noise or as the reiult of extemal distur-
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bances) may |ç the point of departure for the formation of a repetitive patt€rn which eventually
again may Ée utilized for the gèneration of new rules and change or suspension of former rules.- 

There'are yet - to my knowledge - no answers known to the question how redundancy based
systems comés into exiitence andtventually gives rise to rulegenerating systems, it can only be
siaæd tfuat if there is a redundancy based system there is a potentiel for rulegenerative proce-
dures to take place, and if as argued anticipatory systems are based on-redundancy.they could
alsoberulegénerative, while rulegenerative systems are,not necessarily also anticipatory.sy-
stems. Antièipatory systems are ol a more specific type than are rulegenerating -systems since
there may be 

-rulegênérating 
systems which does have any predictive model of themselves nor

of their environment.
In so far an anticipatory system would always be able to providg itself with the right- model

of itself as well of as the, erivironment it would be much more stable system than a rulegene-
rating sysùem without predictive models. The predictive models would be a strong instrument to
con6;l;oise and redundancy on the lower levels. But since predictive models are only ryodels
of something else there are no way to quarantee that the model is completely correct. And since
anticipationbf future events can only be stipulations based on experiences of the past - the
futurê is not observable - there is always a risk that the predictive model is not able to react ade-
quately to later eventVobservations. It may need a correction of the model itself. This is actually
*ttut Éas often happened in the history of science and in many if not all other areas of human
affain. For this reason it seems that anticipatory systems which are also rulegenerating systems
are preferable because they are more powerful than anticipatory systems which are not rulegene-
rating systems.

Wiritê tsth and 20th century theories have been much concerned with laws of change they
have not been much concemed with questions concerning change of laws. In this respect tbe
notion of redundancy seems to be necessary as it provides a possible chain between chance,
choice and change even of laws in so far they are processed in time and space.
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