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Abstract

We believe the quantum functional device to be a future perspective device, if we
solve the problems that it has nowadays. We will summarize such problems with several
discussions from the viewpoint of circuit and system.
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I Introduction

The quantum functional device is expected as a new 2lst century device, though there
are many difficulties to rcalize it as a realistic functional device. In this paper we will
discuss the circuit and system for the quantum functional device. When focusing on a
quantum functional device, we encounter several constaints to realize it and doubt to
realize the same circuit as one of conventional CMOS circuits. We must investigate the
circuit/system realization from the start point and the wide viewpoint.

We believe the quantum functional device to be a future perspective device, if we
solve the problems that it has nowadays. We will summarize such problems with several
discussions.

2 System Constraint and Quantum Constraint

2.1 System Constraint

For a system consisting of conventional CMOS circuits, we usually encounter a con-
straint and summarize it as a system constraint for the general von-Neumann-type pro-
cessor. The von-Neumann-type processor consists of operational circuits (usually, Arith-
metic/Logic Units, i.e., ALUs), registers and control circuits.

Among processor designers, we call operational circuits and registers the data path,
and control circuits the control path, respectively. For a system realization the control
path is an overhead and we call it the system consraint. The systemconstraintincludes

lnternational Journal of Computing Anticipatory Systems, Volume llr2002
Edited by D. M. Dubois, CIIAOS, Liège, Belgium,ISSN 1373-5411 ISBN 2-960O262-5-X



also the interconnections to realize the circuits. We need to pay an attention when de-
signing a von-Neumann-type processor as an LSI chip, since the system constraint is
usually an inevitable factor. The factor is large for the CISC (Complex Instruction Set
Computer), and is relatively small for the RISC (Reduced Instruction Set Computer).
The system constraint can be simply regarded as the interconnections and the switching
circuits, and therefore, it becomes small for a special purpose chip. Even for such a chip
design, however, we must keep the constraint in mind.

L2 Qrnntum Constrsint

We introduce

C x ( 2 : h  ( h : a c o n s t a n t ) ,

where C is the minimum energy to move the staæ and / is the design rule. We will have
Figue I for a size-fixed chip, and also

Nx12-cons t . )

where N is the system size (which is proponional to data size, i.e., memory bits). This
is shown as in Figure 2.

As a result. we have

cN x (42)2 - con$t.,

as in Figure 3, where CN represents the minimum total energy for control for a size-fixed
chip. It is noted that both x-axis and y-axis in Figures 1,2 and 3 are drawn in log-scale.

Intuitively speaking, we encounter a latge constraint when realizing a circuit using
quantum functional devices (in short, q.f.d.'s), since the quantum device includes essen-
tially a qwmtum phenomena. We introduce an assumption as follows;

CS>h ( l r :acons tan t ) ,

where S is the state (i.e., potential energy), and C is the energy to move the state (i.e',

moving energy). This assumption is similar to Heisenberg's Uncertainty Principle. We
callit qwntum constraint, and show it as in Figure 4 together with the system constraint,
where x-axis and y-axis are the chip size (/ : design rule) and the memory size (bits

which are proportional to C), respectively. Usually, the quantum constraint does not
appear behind the system constraint, but it appears when the width on the chip design
rule is less than 0.0lgm, because the quantum constraint becomes larger than the system
constraint.

From the viewpoint of circuit and system, we must consider a new system design for
q.f.d-'s under the quantum constraint as well as the system constraint. This means that
we will not desire a similar ciicuit/system to the conventional CMOS circuit/system, as
a quantum functional circuit/system.
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Fig.5. Two States of Lent's Ouantum Cell.

3 Quantum Functional Devices and Circuits

Any q.f.d. will be acceptable tiom the circuit/systenr designer if it is really realizable.
IVIore precisely, the quantum dot, SET(Single Elecrron Transistor), erc. arc all welcome.
if the quantum state is "stable'' lbr sysrenr application.

Let us focus on a quantum dot as an cxample. If wc can realize the quantum dot
as a memor)', we neÈd to rnake effrrns to realize only the logic circuit. Lent's idea
will be one of perspective realization ol logic parts, where a two-stable latch circuit
is realized without using an.v explicit interconnection. The idea of inrcrconnecrion is
regarded as a preferable one, since the realizatiùn of lo,eic reduces also the overhea{ of
interconnection.

A cell of five quantum dots. i.e., a quanrum cell includes rwo srares as in Figure 5
by two types of polarization (P=* I and P=- I t, and therefore, it works as a rwo-state
latch circuit. C.S.Lent shows that a cellular logic circuirs can he consrrucred by using
the quantum cells, where Coulombic interaction is used for interconnection instead of
the wired interconnecdon[Lent er al. 1993].

A fundamental logic (e.g. oR circuit; is shown as in Figure 6. For realization of
Lent's circuit, we will have rhe following problems:
l) Can Coulombic interaction work really as the interconnection ?
2) Is it appropriate for realization of the convenrional logic 'l

The first problem must be solved for both interconnection within a quanrum cell and
interconnection among several quantum cells. We expect that the first problem will be
solved by q.f.d. researchers, and refer to the second prohlem hereafter.

We have constructed a prototype of design tool where a logic function is automatically
transformed into a Lent's circuit, and have tried to generate several [,ent's circuits. As
a result we have faced a problem that two-dimensional realization of Lent's circuit will
require a lot of space for the general logic circuit, since the space of interconnection
becomes larger than we expected. An example is shown as in Figure 7. The prototype
tool is not complete for minimization of space, but we will have the space overhead for
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realization of Lent's circuit. Even if Coulombic interaction reduces the interconnection
space, a certain amount of space for interconnection will be required and it will be much
larger than we expect. The overhead for quantum logic circuit will become really the
system consminL since the system is simple and the system constraint coincides with
the interconnection overhead in this case.

'When 
considering the interconnection overhead, we propose a realistic design strategy

as follows;
1) Quantum cells are used only for memories.
2)Logic circuit ro access the memories is realized by the conventional CMOS circuit.

lVe will have still a problem how to realize an access circuit to memories, but will
have an appropriate circuit if the latch circuit is realized by a quantum cell. Of course,
the access circuit using CMOS circuit becomes enough large as a total system, but will
fit an FPGA(Field Programmable Gaæ Array) in RAM(Random Access Memory)+ype.
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Fig. 7. Lentb Circuit st Y : Xo.Xt.Xz* Xo.Xz*Xz.Xz *Xz.Xt.

4 Quantum Computing

Research for quantum functional device and research for quantum computing model
are usually regarded as being independent each. We should notice that the quantum com-
puting is also applicable for q.f.d. research. The quantum behavior should be included as
a feature of q.f.d. system, since the q.f.d. has a constraint for realization due to quantum
behavior.

we will introduce here the quantum compuring briefly. (see e.g.[Hosoya 1999] for
the details.)

A typical example of quantumcomputing is the quanrum Turing machine (sometimes,
quantum computer) used by P.V/.Shor, where he shows an algorithm for factorization of
integers with ultra high speed, but with a very low error rate[shor 1994]. The quannrm
gate with the function of Controlled NOT is introduced for construction of quantum
Turing machine, and the realization of Controlled NOT has been often discussed after
his proposal. The realization of Shor's tricky algorithm has a difficulty, and we need to
make much more efforts to realize his circuit without loss of high speed computation,
since the algorithm must be implemented as a quantum computation.
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From the viewpoint of more q.f.d. site we give up to realize the quantum gate (the
logic circuit part), and focus on only realization of the quantum state, which will bring us
a kind of merit of q.f.d. application. One of applications of quantum computing is known
to be applicable for cryptography, where it takes a huge time (really, an exponential time)
to decode a cryptogram. For insmnce. there exist 2" for n-dimensional binary vector
whose component is 0 or I each, and the selection among 2" candidates will require an
exponential time.

Example : Case of n : 1, we will have l6 candidates as follows;

[00001, [0001], [00r0], [00] r],.... ir 1r0J, I l r I l ].
Though we will have a solution quickly fbr the case of n:4, we cannot obtain cor-

rectly a solution for the case of n : 1O or more, even with a highly parallel supercom-
puter. The exponential complexity is utilized for a cryptogram, since it cannot be really
decoded b,v- an another person except the sender and the receiver.

When comparing the design of the quantum Turing machine with the design of the
conventional computer. we will have

Quantum State: Data
Control of Quantum SEte: Control,

and therefore, we focus on only realization of the quantum state. It will be more realistic
to give up the realization of the control pan. We call the quanfum state the quantum
,nen ory, since it will be realized as a meurory within a system.

The feature of quantum memory is that each component includes an entangled state,
where it is represented as a complex nunrber, though a component of the conventional
memory has only 0 or l, i.e., a binary state. The quantunt Turing machine is not directly
related to the q.f.d., but the reaiizadon of quanrulr state. i.e., cntangled state will be a
purpose of q.f.d. application.

The quanfum state (qubit) is represented as tbllows:

lv) : crl0) + Pll ), v'here lul,l + i$12 : t '
The complex number means an entangled state. which has a more various state than

the conventional binary state. The realization of qubit is not casy problem, and several
trials are continued among quantum computer researchers. It will be also for goal for
q.f.d. researchen[Fujisawa er al. 2000].

5 Toward Quantum Memory

We must consider how to realize the quantum state, since the conventional n-bit mem-
ory is not quantum memory even if each bit is realized by q.f.d' s, i.e., a cell of quantum
dots or an SET(Single Electron Transistor) flip-flop.

It is necessarily required to utilize the interaction among q.f.d. bits, which consist of
a one-bit memory realized by q.f.d.'s. We f'ocus on fwo types of q.f.d.'s, i.e., a quantum

dot and an SET.
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Fig. 8. An ldea for Ouanttm State lttemory.

5.1 Interaction among Quantum Dots

The circuit is a correction of quantum dots just like Lent' quantum cell. The space
structurc, however, should he tlrree-dimensional since more than ren bit quantunr dots
must be equally interconnected lvith each other by electrostatic interaction. Moreover, it
is also required to access each quantuln dot for read/write operation. We conclude that
the realization using quantum dots will be too dilficult and that it will be not realizable.

52 Interaction among SETs

The circuit proposed by Amemiya's Hoplieltl Network will be an imponanr key idea
to realize a quanrum srate memory. The Hopfield Network is considered to be use-
ful to solve an M-complete problem. i.e.. a problem ro require an exponenrial time
for solving. Amerniya's circuit is realized by cooperative tunneling on the SET Hop-
field Network, and the simulation shows that the problem will be solved without local
minima[Akazawa et al. 20t0].

We cannot divide the operation part (to obtain the result) and the data partlto maintain
the bit memory) for the Hopfield Network, since the network is an indivisible structure.
For the quantum state memory we construct onl,v the data partlthe memory part) and
maintain the memory as a quantum state memory where each bit must be qutrit. The
idea of a circuit is shown as in Figure 8, where the anrount of feedback interaction will
be very important.

Tuning of feedback interaction must satist"v interaction and tunneling. If the inter-
action is too weak, the cooperative tunneling will disappcar, and each bit will be the
conventional binary bit (not qubit). Moreover, we need to investigate tlre algorithm us-
ing the quantum state memory, since the tunneling is a probabilistic behavior, tlrough
the circuit for algorithm implementation is supposed to be constructed by a conventional
CMOS circuit.
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6 Conclusion

For q.f.d.'s (quantum functional devices) we must have a goal to realize an original
circuit, not one of conventional CMOS circuits. The quantum computer is regarded as
an another research for q.f.d.'s, but we should discuss a wide concept including it.

We proposed an idea to develop a q.f.d. circuit, but it is not the same as the quantum
computer. From the viewpoint of computer design, we should realize the control part not
by q.f.d.'s, but by the convenûonal CMOS circuit, and make efforts to realize the data
part, i.e., the quantum state memory. As a result we have a hybrid computer as a goal.

We need to investigate not only the realization of quantum state memory but also the
quantum algorithrL i.e., the algorithm using the quantum state menrory. The realization
of such a hybrid computer will give us a great impact, though the research is rather
difficult" and will require a large time (e.g., a decade).
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