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Abstract \Ve are conceruccl n'ith the problern of srrmmarizing the contents of a
cohcrt:nt ttxt. In this papcr ï(' arglr(' that complex units of svrnbols liker senterr<res.
fbr exarnlrle. arc signs an<l thc rn<:aning of a tuxt arises via their interaction. We
introtlttrt a rnodel ftrr the gerurration of surnrrraries anrl illustrate its potential bv a
realist it, t:xarnllle.
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I Introduction

When we read a text. in the end. rve urav har.e a single thought which is our com-
prehension of its rtttaning. Er,'en if tiu' tcxt is long and comlrlex we rnay- be able to
stttntnarize its contents by a single sentence. Such a process of surnrnarization corild
be alternativel.v called meani.ng ertnr,cti.on.

Traditionalll'. text strrnmarization is t1'picallv based on a statistical or svntacti-
cal analysis ([Jon93]. lEfg8j). \4,'e argut'that. iri virtæ of their formal characte'r.
sttch approachcs rnay not be able to fincl tht. 'natural' meaning representecl by a
text. In this paper we introduce an approach which stresses the sign cha.racter of
Iangttage. \\'e will assulne that langrragc consists of smrbols which are signs. that
such signs arise fion input stimuli via a cognitive process (rnaking use of existing
lexical knowleclge) ancl, finallv. that their rnr:aning crr()rges via mediation.

Re<nrtly we introclucecl such a sign-basecl morlel for the syntactic analysis of
sentences. which will be extensively refened to irr this paper ([FS00]. [SF01]). Here.
we will argue that a sirnilar rnoclel applies if courplex urrits of syurbols like sentences
thernselves are considered as signs. Such a moclel can explain how complex units
may contribute to â text, as signs of thought. trVe illustrate the proposed approach
by a realistic example of a text fragmcnt fotrncl in a thesis (iHLri96l).

1.1 Informal Analysis

Our sample text (cf. fig. 1) concerns the definition of the concept of information re-
trieval system. Before introducing any theory, let us inforrnally analyse the sentences
of the given fragment.

The analysis as presented in sect. 4 assumes a syntactic analysis of some sort,
ancl therefore we need to provide at least a reasonably cletailed analysis at that

fnternational Journal of Computing Anticipatory Systems, Volume 12,2002
Edited by D. M. Dubois, CHAOS, Liège, Belgium,ISSN 1373-5411 ISBN 2-9600262-G-t



label text
1 There are several docurnent-bases.
2 Each elocument-base contains

different types of inforrnation.
3.1 There are various types of users and
3.2 there are l'ast differences betw<æn

their infornration ueerls.
4.t There are various kin<ls of search-ta^sks.
1.2 or stated clifferentll'.
4.3 there are several n'a1's in which a user

can be satisfiecl rvith tlie returnetl irrformation.

abbreviation
seu, d,ocb
dacb
d,t-oJ-i,nfo
ut-of-users

td,i,ff, t-in,eed,s
u/r;of-st

seu-ut8
r:a,nb-satf, rct-info

Fig. 1: Sarnph text

level. \ote. howe'"'er. that thert' are rxrrtainll- other possible anall-ses than the one
presented here, quite probablv rendcring clifferent seurantics. The prirnary goal of
our infbrmal analvsis is merelv to clest'ribe the cirnters of langrrage s-vrnbols we take to
be the input of our frrther anall-sis. \\ir assrrrnc such an arirl.vsis to be strictly base<l
on svntactic properties of the inprrt svrnlnis. Tite sr.ntactic tenninologv largelv
follows a standarrl work on clescriptir-e English grarnrnar ([QGLS85]). S:subject.
V:verb, C:Complement, O:object. A: adverbial.

Though we aim to develop a forural approach to rneanirrg t:xtraction. in the
col[se of the informal pre-analysis presente'rl in this section we tentativelv urakc ust:
of some concepts related to "te-xt grâmulrlr" or "nàive" (infonrral) sernantics. The
hidden agenda of the section is to work torvartls a potential inte'rpretation of tltt:
parts of the text and then relate thcm to the ilreâning of the text as a whole.

In (1) above u'e hal'e secalled existential there (S) as the 'gramrnatical sub,ject'.
followecl by main verb be (Y). dortmten,t-hu,ses as the'notional subject'(O) with
the cltrantifler seueru,l. Th,erc is tr syrrtar:tic: lrlace-hol<ler in the regrrlar strbiectil'e
position. whereas the 'notional subject' is the r:omporurcl nolrn taking the ob.jer:t
position. Therc and setlerul d,oatment àases both are of a srrb.jer:tir,'e natrut'. be it at
differeut levels of analysis.

In (2) we observe: Each drrcurnertt bu,se iS): Each.. rvhich relates to the clrrantilier
seLternl in (1): conta'ins (V): an objectival noun phrase lreacled tw information ancl
rnodiliecl bv genitive di,JJerent types (ol). It is a.sserterl that infbrmation is helcl in
each document base, and that this infonn.rtiur r:rxnes in differerrt types for ear:h
clocument-ba^se. If we àssurne that no other properties of the docruncnt-btrse are
relevant in context. it can bc. argur:d that irrforrnatiorr iielcl bv it is in fact what
defines document-bzrses. Therefore. iu context conta'in,s is ecluivalent to ôe.

The analysis of (3.t) is similal to that of (1): c:oordinating and sirnpl;' joius
tlre two clauses (3.t) ald (3.2). In (3.2) we again have existential therc (S). uast
dtfferences heads the object, ancl the aclverbial prepositional phrase makes explicit
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pronoun theirrefers to trers in (3.1).
(4.1) is analyzed simila^r to (1). (4.2) is an explicit statement at text grammatical

level, indicating that (4.1) is paraphrased in (a.3). Interestingly, we a.re presented
with two different expressions of what must essentially be the same meaning. It
is to be expected that the two phrasings contribute to the general meaning of the
complete text by presenting the same essential meaning by means of two quite
difierent expressions.

In (4.3), not unlike in (2), the seueral u&ys '<tre not only complerrented by i,n
which..., but because no other information is relevant in context concerning those
ways, the complement defines ways. In context, the complement is argnably more
meaningfrrl than seaeral ways, and in a^ny case is linked to it tightly. Ftom a semantic
point of view, the prepositional construction i,n which... can be seen as similar to
an explicit predication using ôe.

Interestingly, a definite article is rrsed n the retumed 'informatr,on, supposedll'
referring to rvturned, infonnation already understood to tre there by the reader.
whereas no such returned information has been explicitly mentioned in the text.
Closest comes the types of infonnati,onin (2); rvtumedis never explicitly mentionecl,
only hinted aù in (4.1) (assuming that tasks have something to do with the returning
of information). In fact, it could be argued that, given that (4.1) already introduces
search tasks, the explicit introduction of. rc,tumed i,nformati.on in the text is the most
important semantic contribution of (4.3).

Having identified clusters of symbols, we noril turn to the question why these
clusters, given the particula,r order in which they occur, do indeed define sornething
meaningful that arnounts to a definition of informati,on rehieual system,.

2 A Semiotic Model of Language

In ou analysis of signs we follow the principles of Peirce's semiotics ([Pei31], [Tej88]).
Accordingly, a sign signifies its object to an agent in some sense, which is called the
interpretant of the sign. The irreducible relation of sign, object and interpretant
(each of which is a sign, recursively) is called the triad,ic rc,lat'ion of sign. We assume
that the ground for any sign is a æntra;t in the 'real' world. How is such a contrast
cognitively observed?

2.L Cognitive Basis

Following cognition theory ([Ha,r8fl), the recognition of any sign must begin with
the sensation of the physical input. Physical stimuli enter the human receiver via
the senses which continuously transform the raw data into internal sensation. The
output of the senses, a bio.electric signal, is ptocessed by the brain in percepts. The
generation of such a percept is triggered by a change in the input, typically, or by
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Fig. 2: Cognitive model of sign recognition

the duration of some sampling time, e.g. in the case of visual perception.
The brain compaxes the current percept with the previous one, and this enables

it to distinguish between two sorts of input qualities: one, which was there and
remained there, something stable, which we will call a conti.nuant; and another,
which was not there. brrt is there now (or vice versa), something changing, which
we will call an occurrent. The collections of continuants and occurrents? which are
inherently related to each other, form the basis for our perception of a phenomenon
as a sign. \['e also assume that, by means of selectiue attent'i,on, we recognize in these
collections coherent sets of qualities: the qualities of the observed and those of the
cnmplementary part of the phenomenon. \Me will refer to these ,sets collectively a.s
the i,nput. W-e will assume that these sets axe the primary signs we observe: qualities
which a"re signs. Such signs, which are called in Peirce's terminology a, qualisi,W are
special signs for which we have no denotation. Although qualisigns are coherent, by
defrnition, we experience them as independent sigrs.

In [FS00] we have shown that the above rnodel allows for qualisigns to be inter-
preted a.s Boolean logical functions. If the above collections a,re represented as sets
(in the rnathematical sense), we can define our 'universe' as the union of the sets
of qualities of the qualisigns. Notice that these sets are coherentlg related to each
other. contrary to formal logic in which the universe ts an urbi,tmrg set. If the sets
are finite. the universe is a 'closed' world by defrnition. A schematic diagram of our
cognitive model of signs and their logical representation is depicted in fig. 2.

2.2 Classification of Sign

In his semiotic theory-, Peirce defined an ingenious classification of signs. In his
view, the most complete signs are the icon, index, and symbol which represent their
object on the basis of, respectivel;', similarity, causality and arbi,tmry consensus.
Besides this taxonomy-. Peirce also distinguishes signs, respectively, according to
the categorical status of the sign, and according to the relationship between object
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Fig. 3: Peirce's classification of signs

art<i interpretant. Frorn a categoric:al llersptrti'r,-e. signs can be qualisigns. sinsigns
or legisigns. which correspond. respectir.elS'. to firstness. secondness and thirdness.
In other worcis. a sign cau be a quali.ty, an ur:tuo,l euent. or a ru,\e. Seen fron the
perspective of the relationship betwecn objcct and interpretant, a sign may be a
rhernc. a dicent or an argurnent. Iu othe.r worcls a sign ma1' signify a quali,tatiue
possi,bility. an nctual eristence. or a pr-opos'iti,rnt. Thus we obtain nine kinds of
sign rvhich may lrc arranged in a matllx as shown in lig. 3 (the rneaning of the
horizontal lines ancl directed eilges rvill be explainecl later). Although Peirce also
defined nore complex systems of signs. r'e hold that his 'sirnple' classification is
the most practical ([DFS991,[FS99]). \\ir argut,that his signs can be identified in
tlifferent syrnboi plteuornena like Boolearr krgic. syntax. and syllogistic logic. The
first two of these have been rliscrnsed iri iFSUt)j anrl iSFOll, the last one is the subject
of the current papc:r.

2.3 A Model of Signs

How do corrrplex signs ernerge'/ \\b argrrc that seuriosis (the generation of the
interpretant) can be defrrred as a process in which trichotomic relations emerge
recursively. revealing gradtrall.v lnore accurate anrl cle'ar approrintat|ons of the full
richness of a sign of the observed phenomenon. Accordinglv. the proposition of the
inpttt as a sign arises frorn the i.nput qualisigns via a mrmber of other signs. In this
process, icon. index and symbol signs ftrnction as sign (in the sense of the triadic
relation) whereas other signs function as (the signs of) their object. It turns out
([FS00]) that semiosis can be defined a^s the interaction of. adjacent signs (cf. the
horizontal lines in fiS. 3). For example. an axgument sign can emerge from the
interaction of a dicent and symbol sign.

In virtue of the fast and continuous nature of cognition. we will assume that
the signs of a phenomenon a.re not recognized isolatedly, but only as 'temporary'

signs which are approximations of the final proposition. We argue that such signs
arc re-presentations of the qualisigns, and their types are identical to the classes
defined by Peirce. The recognition process we have in mind can be illustrated by
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Fig. 4: Aspects of signs and stages of recognition

the perception of a motion picturc. In that process. à series of pictues are input
which are not recognizecl isolatedh'. but which are necessary for observing motion
as a change between the first ancl last pictrre of such a series.

According to our model (iFS00]). sign recognition lrroceeds in stages. Each stage
is associated with a different kind of re-presentation of the qualisigns (cf. fig. 1). In
the first stage the observecl <lrralisigns arer grorrperl l>y sort'ing them ac<:orrlirrg to the
aspects of part (icon) and whole (sirrsign). \otice that any 'part' of the input is
similar to it. and that the input as ir 'whole' is a sirntiltaneeus occrrrence of ttre parts.
an actual event (which happens now). The qualisigns of a phenomenon are different
signs, but which have à conuron t'rigin. Therefor:. in the second stage. icon and
sinsign axe compâxed with eirch other yiekling the 'al>stract' re-presentations of the
qualisigns: the observed qualisigns indepentlent from each other (rherne). how they
are related to the complementar.y signs (index). and the laç-like relation of their
simultaneous occurrence (legisign). Thc index. which is alternativelv callerl the
utntert. is a pointer. linking atuJ, co'n,uerttng betu'eer part and whole. In the third
stage. the abstract signs are courpleted hv the infbrmation of the t:ompleurentary
ones. This yields the signs of the actual relations of the parts of the observetl
phenomenon (dicent). and the property characterizing therû as a whole (svrnbol).
Dicent and symbol are also called subject and predicate. Finally. the completed
signs are merged to a single proposition (argurnent) aborrt the final meaning of the
relation between the observed qualisigns.

The above model has been applied fbr the clerivation of a classification and ontol-
ogy of Boolean logical signs. Currently rnrc have shown that a sequential version of
this rnodel arnormts to a model of languo,ge signs (morphological ancl syntactical). In
sLrch a rnodel, input signs which arc syrnbols àppcar onc after the other as rlualisigns,
and complex signs arise via interactiou in a bottom-up fashion (cf. the directcd edges
in fig. 3). Because the universes of such rlrralisigns may be independent of each other,
syntactic symbols can only interact (or bind) if they trrc conpatible. Whether two
syrnbols àre, or are not compatible follows frorn theil relational properties. Such
properties, which are sets of qualities. are defined class-wise. The sign of a binclirrg
is a representation of the union of the qualities of the constituent symbols. i.e of
their qualisigns, recrrsively.
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Due to their sequential nature, language symbol interactions have also degenerate
forms. One of them is aæumu,lat'ion, in which an existing sign is combined with
another sign of the same type. Such an interaction assigns the same meaning to both
constituents thereby renderi.g them indistinguishable. The other one is coerv'ion,
in which a new sign is generated for the denotation of an existing sign. Coercion
applies if the signs, which are to interact, are incapable of accumulation or binding
([sFo1]).

3 Syllogistic Logic

We will a,rgue that syllogistic signs can be modeled analogously to Boolean logical
and language signs. Accordingly, in this section we wiil refer by a sign class to the
cla.ssification of syllogistic signs. Although syllogism is the simplest form of predicate
logic, its importance in human cognition is generally acknowledged.

The doctrine of syllogisrns goes back to Aristotle ([Boc61]) who identified three
syllogistic schemes. The differences between the schemes lie in the representation
of the common terms (cf. AS. 5). In scheme 1 they are subject and predicate.
respectively, in the first and second premise. In scheme 2 they are subject, and
in scheme 3 predicate, in both premises. Syllogistic logic is related to semantics
and reasoning. In what follows, we will briefly introduce semantic signs. Becatse
of space, in this paper we will restrict ourselves to the description of those aspects
of semantics which a,re needed for our sample exarnple in sect. 1. The signs of
reasoning -abduction, induction and deduction- axe not specified in this paper.

S.L Semantics

Semantics is concerned with the qualities of symbols from the categorical perspective
of firstness. We argue that semantic signs arise via a re-analysis of the syntactic
sign interactions. We âssume that the semantic qualities of a sign can be specified
in terms of the most complete triad of signs: icon, index and symbol. For example.
verbs can denote existence (e.g. ôe), state (e.g. sleep), and transition (e.g. gioe):
nourxr can be expressive of a thing (e.g. apple), reference (e.g. the name John).
and something symbolic (e.g. agent John). Such a triad can be interpreted as a
'meaning' ordering: icon<index<symbol. For example, an iconic sign of a triad is
less meaningful than an indexical one of the same triad.

Although the qualities of a symbol are lexically defrned with respect to its func-
tion as a sign in the sense of the trichotomic relation, a symbol can also function as
object. Vy'e require that in every symbol interaction, those qualities are considered
which correspond to the category aspect of the sign. For example, in a rheme and
index interaction the qualities referring to the category of secondness are taken from
boththe rheme and the index sign. Accordingly, though syntactic and semantic signs
are isomorphic by definition, their sign recognition processes are different.
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The linking and conversion potential of the index can tre identified in our model
of semantic signs, a.s follows. We allow for two index signs to unify, either if they are
equivalent (semantically), or, if they âre converses of each other. The latter relation
holds if the two signs refer to semantic qualisigns which are leniu,l counterparts.
By definition, two quatisigns are æunterparts If. they represent, respectively, the
continuant and occurrent collections ofthe observed part ofthe same phenomenon.
For example, 'sea,rch' and 'way' can be related in such a way. Indeed, if we observe
'sea,rch'to occur, there may be present some'way', in which the sea,rch is carried out,
for example. Another example of a pair of counterparts is 'need' (continuant) and
'task' (occurrent). We require that the information about counterparts is lexically
given.

In orr approach to mea.ning extraction we will assume that in a symbol inter-
action a sernantically less meaningfirl sign can be ignored (or remoued) potentially.
However, such a removal must also respect the sign's referential properties. By keep
ing track of the sets of qualities of the different qualisigns we can find out which
qualities are not referred to in a tater interaction. Clearly, such qualities can be re-
moved without affecting the meaning of later signs. For example, the sign 'va,rious'

can be removed frorn 'va^rious types' if the number of 'types' is not referred to in
the rest of the text. Although we may only remove a qualisign when it turns out
that it has no relevance for a later sign, it will be assumed that such 'knowledge'

is always available. Finally, we mention that anaphoric references will be a.ssumed
to be solved via the unification of qualities. Also quantification is considered a se-
mantic sign, in the generation of which the role of index symbols is central. In so
far as the index is, amongst others, the sign of the complementa.ry qualities of the
observed part ([FS00]), it can complete a rheme or a legisign with the qualities of
their referential meaning. Although such a meaning ca.n be represented in different
ways via conversion (e.g. existentially or universally), this aspect is not discussed
in the pàper. We will assume that the sentences of the example of fi9. 1 can all be
represented as universally quantified premises.

In the rest of the paper we will concentrate on syllogisms. We will assume that
the input sentences (which are syntactic signs) are first recognised as semantic signs.
Such signs will be considered as qualisigns in a subsequent syllogistic sign generation.
We will assume that all earlier representations of such signs are available (e.g. their
syntactic interactions, semantic qualities etc.). Because a sentence arises by merging
subject (S) and predicate (P), a proposition can be interpreted in two different ways,
either as a characterisation of S try P, or the other way round. Flor example, the
sentence 'this stove is black' can be comprehended as a characterisation of 'this

stove' by 'being black', or of 'teb+black' by 'this stove'.

3.2 Syllogism

From a categorical perspective, syllogisms correspond to secondness. We argue that
a classifrcation of syllogistic logical signs is isomorphic to the sequent'i,al model of
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sigls. Accordingll'. input premiscs enter on() after the other as qualisign, and signs
arise bottorn-up via syllogism (cf. binding): accumulation corresponds to unification.
Becattse a syllogisrn requires à corrlrnon terrn s,hich mav be rcpresented clifferently
in the two premises. a svllogism may need rnifi.cation as well. Also rmification can
be representecl as a prerlise: due to its bi-tlirectional nature. such a premise has tn'o
different forrns which can be rrsed alternativeh'.

A Peircean spet:ification of syllogistic signs follows directly from the differences
betneen the three scheures (cf. fig. 5: ttre label of a horizontal line refers to thc:
corr€'sponding scheme). Becarnc a sflrtclx'e is an assertion about the subject or the
prcclicate. and in the sequential urodel ea<;h sign has a single type. a premise càn be
represented as either a continuant or an occurrent syllogistic qualisign. From this
it follorvs. that such a premise can be co()r'ce(l to an icon ('subject prenise'). or a
sinsign ('preclicate preurise'). Such a sigr. then. can become â rheure or a legisign.
or au index. respectiveh'. a nrinor or rnajor prelnis(' of a syllogisur. In accordance
nith the ureaning of the schemes 2 arxl 3. sruir a rheure arrcl legisign. respectively.
refer to a possible sulrject antl predi<:ate of tlrc errtire text as a phenomenon. This
follorvs frorrr their' firrxrtion in the realisation of the rnajor term (respectively'. X and
C) of the conclusion. in hoth scherues. The rneaning of an intlexical premise (if
there is ani') is confbnn to the cornplernerrtalv rneaniug of the index. Such a sigrr
can contribute to a rnore cornplete sign of the srrbject or the preclicate of the entire
text.

Becatne in otu moclel all sets are finite. premises ancl conchsions can alv'ays
be un'iaersallg quantified. Clearly such a quantification requires that the universe
of the signs inr,-olved is restricted to the qtralities definecl by all rmifications due
to earlier syllogisms. The consequences of this are trvofold. First, it simplifies the
generation of syllogistic signs: second, it implies the need for the representation
of sets of rlualities referring to the "context" (in the traditional sense) in which a
premise holds.

We mentioned that in our model the input premises are not recognised isolatedly,
but only as approximations of the (single) argument sign of the phenomenon repre-
senting the entire text. Because. contrary to syntactic symbols, premises possess a

B A  B A
X B  X A
X A  X B

3

B A
B C
C A
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meaning which is finished, such signs can be represented (degenerately) as a sign of
any cLass. Which class it eventually will be, may depend on a hypothesis. Another
consequence of the above property of premises is that the order of the input signs
is less strict then, for example. in the case of syntax (note that the temporal aspect
of signs is be;rond the scope of this paper).

Although approximations are unfinished signs, such signs are premises, therefore
we allorn' for an approximation to be represented as a finished sign in order to be
stored in the (long term) memory. When required, such signs can be recalled and
represented a,s an approximatiorr sign. \['e assume that the memory rs rundom
accessible.

4 Sample Analysis

In this section we anall'se the premises of our sample text, arrd generate their stun-
mar-r' stepwise. W-e will denote a prernise as <Q,A,B> where Q stands for the
clualifier and ,4 and B clenote the minor and major terms, respectivel-v (notice that
B is always preceded b1 ls). \\ir rvill refbr to the scnteuces lry the labels arxl atrbrerri-
ations introdtrced in frg. 1. Irr solne (:Àsen. s;rubols which rue rerntnretl. s.n-ntactically
or seuranticall-v. are not omittul for reasons rf legibilitv. In a s1'llogism. ho'wever.
such sign will be considered as not lring present.

lVith respect to their sernantic value. we will a.ssttme that there 'are icanic (or

tlegenerate indexical) signs: docb. n,eeds. tn.fo. types. di,Jf. uo,st. Ltalious. seueru'L. be-
between: and'indeyical signs: o.fruset"s- dt-of. the'r'r. t'ft-ol. \\'e allow fbr a s.vmbol. 'r:

of y', to be alternatively representecl as fu of ) y.or r bf y). or (r) (of ) (y) where
syrnbols enclosed in parentheses refer to ir singlc sigrt. If an)' of r ot y is rernovtld.
o/can be ornitted as well.

1. <ALL.docb.i.s>

The 'grammatical' subject therc <'art bc rem<rved s1'ntactfuall-v (also in other
cases): seuernl can be ornitted ('<lrrantificationallv'). its ttteauing is in<:orlxtrate<l
in the <pantification sign. \\-e assurne that (1) is relrresented as an i<rxr. n'hit:h
hvpothesis is sttpportecl by the iconic meaning, of d,ocb ald i.ç (semanticallr').

2 <ALL,dt-of-info,'is d,or.b>

\Àre argue tltat contuzn <:an, in contcxt. lle senttnticall-v irrterpretecl a.q a ftrrur of
ôe. hence the sentence can be paraphrased a,s slttrwn: each is incorporatetl in thc
quantifier. Because we represented (1) âs an icott, we IIIa.V asstlrnc that (2) will
become a sinsign. Indeed. the current prernise is about some'charrge' (an appearing
new f'act), which rnakes its interpretation as àn 'àctual eveut' possible. Because the
remaining premises are not directll'related to thrne analyzed so far', we will âssuute
that (1) and (2) àre coerced to a dicernt and a s.rrnbol sign which. then. are mergecl
syllogistically.
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L <ALL.docb.i,s>
2 <ALL,dt-of-info,'is d,ocb>
+ <ALL,tlt-of-info,i.s>
The unification of the two occurrences of the common term amounts to a tautol-

ory which is removed. By now we know that 'there are dt-of-i,nfo', which could be
a summary of the text analyzed so fa,r. Because there are more sentences to come,
we will assume that the current summary as a sign is saved in the rnemory for later
use.

3.1 <ALL,ut-of-users,is>

The degenerate indexical sign aatious can be removed from the subject term,
semantically, for reasons mentioned earlier.

3.2 <ALl,adiff,i.s t-ineeds>

Semantically, the iconic uost and the degenerate indexical between can be omit-
ted; their and users are unified. Again, we will initially assurne that the current
premises are icon and sinsign which become a dicent and a symbol sign via coer-
cions.

<ALL,at-of-users,is>
< A L L, udiff , is t-ineeds>

+ <SOME,t-ineeds,is>
By restricting its universe, the conclusion can be represented as a universally

quantified premise. It will be a.ssumed that this sign becomes an index, via degen-
eration. The two forms of the comrnon term are ut-of-users and, udiff, Because,
semantically, types rs iconic, but o/ users is indexical, the existence of a corruron
term requires that types and di.ff wify. We assume that these symbols are lexical
counterparts.

At this point we can fetch the ea.rlier sign, <ALL,ilt-of-info,i,s>, and accumrr-
late it with the current one, <ALl,t-ineeds,is>. There are indexical signs in both
premises, respectively, dt-of arfl thei,r, but which have different references. The
sign ineeds is a syntactic accumulation of the iconic nouns, i,nfo and needs. Clearly,
dt-of-info and. t-ineeds have a common iconic part (i,nfo), their uniûcation can be
expressed as <ALl,t-i,needs,i,s dt-of-i.nfo> which is universally quantified via re-
stricting the universe of its terms. The resulting premise is stored in memory. Our
analysis so far illustrates that there is a relation between users and docb via t-i,needs.

4.L <ALl,uk-of-st,is>
4.3 < A L L,us er- canb- satf-with-ret-i.nfo, is s ea-ws>

In (4.1) the degenerate indexical sign uarioos can be removed, semantically.
Notice that (4.2) is a coordination sign, syntactically, which is an explicit statement
about the different types of (4.1) and (4.3). We may urc this information in raising
the 'right' hypotheses for these sentences as syllogistic signs. In (4.3), in which can
be removed syntactically.

By assuming that (4.1) is finally recognized as a dicent, and (4.3) as a symbol sign
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(which is motivated by the presence of the modal auxiliary can), the final argument
sign emerges from their interaction a^s follows.

<ALL,uk-of-st,i,s>
< A L L, u,s er- cnnb- satf-uith-ret-info, k sea-us>

+ < ALL,user-canb-satf-wi,th-ret-i,nfo,is>
The common terms are uk-of-st and seu-ws. Here, uk-of is indexical; sea can

be removed semantically. The existence of a common term requires that st and ars
trnify. Such unification is possible, becanse st is a syntactic accumulation of searrh
and task, and search and ways are lexical counterparts.

If, as we argue, there are uk-of-st and seu-ws which a^re eqrdvalent, why then are
uk- of- st and user canb- satf-wi,th-ret-i.nfo related?

We may observe that the latter term is a sentence which a.rises from the dicent
user and the syrnbol u,nb-satf-wi,th-rct-info. Here, also the predicate is a complex
sign, in wltich wi,th-rct-i,nfo is a context sign, syntactically. Because with-rvt-i,nfo,
whicli is sigu irr the sense of the trichotomic relation, points in the direction of its
olrject. the legisign canb-satf, and selects its actual meaning, it is sufficient to show
tlrat there is a relation in which ak-of-st aaÀ, with-ret-i,nfo vnfy. Indeed, with can be
renror-ed (syrrtactically), arrd sf and rct-i,nfo unifu, because retumed can be a lexical
corurterpart of. search. Ftom this it follows that ulc-of-st is syllogistically connected
with the predicate, via uith-ret-i,nfo.

\Ve represent the above unification as an indexical premise a^nd merge it with the
rnost recent menlory sign (a rheme). The resulting sign is represented as an index.

< A L L,uk- of- st.is s eu-ws>
< A L L,t-i.needs,is d,t- of-i,nfo>

+ < S0ME,dt-of-i,nfo,r,s sea-us>
Here, it is required that ulc-of-st utd t-i,neeils unify. Because the references of uft

attd their are differerrt, it follows that we have to vnify search-task and info-needs,
Such a urrification is possible. because both signs are accumulations, a,nd fas,t a,nd
need are lexical counterparts.

The relatiorr of the syllogistic signs of our text as a phenomenon is depicted
in fig. 6. In this graph. the terms of a prernise are connected by a boldface solid
line. Sernarrtic relatious âre represented by a (normat) solid line. Signs which a.re
sernantically equivalent, or are converses of each other, a,re connected by a dotted
and dashed line. respectively. Unifrcation is indicated by a pair of arrows.

4.1 Towards a Summarization

A surnmary of our text is generated as follows. We start from the graph of fig. 6,
finrl a patlr between the subject (u,ser) and the predicate (canb-satf-uith-ret-i,nfo)
of the entire text as a phenomenon, via context signs (i.e. aII other signs), and
generate a syntactic representation for this path as a sentence. Clearly, all signs
involved in such a path can contribute to the rneaning of a summary (semantically).

148



l
vdtff- vt - of- us ers- us e rs

l \  /
vt-of

Conclusion:
us e r- canb - s atf- w ith- re t - info

.. . user canb-satf-with-ret-info
, / l

canb- satf with-ret- info

, /  l \
info with ret

yaslç _ t k_qf_st _ ssqyçl1

\i

their needs

/ ,/ ,*"

,i/
inJ'o

docb dt-of

t-ineeds dt-of info*- sev-ws

Fig. 6: Sarnple text analyzed

Sigrrs whicir are connected by a bolclfhce or clotted line are equivalent and can be
reprcsenterl b;y any one of them. A constitrrent of a sentence must be represented
b,v the sentence sign. but a sentence can alternatircly be represented by all of its
constituent signs. A possible summarv generatecl from zser'. t-'ineed,s. ennb-satf, with..
docb is the lbllowing (notice that docb and rct are transitively equivalent. and info
is represented,lry t-i,needs: their is replacecl by a svntactic alternative):

Users' infomnat'ion rteeds unt be snti,sfied, w'ith rlocurnent-bases.

\otice that the phrasing of an actual. svntar:tically correct sentence expressing
a srunrnary is a challenge that is lxil,'oncl the fbcus of this pàper.

1.2 Analysis Revisited

\\:e rna.v c'onclude that the above surmnary correctly clescribes the meaning of the
basic functionalitv of an IR system. precisely as the thesis suggests. Notice that
the subject ancl the predicate of the entire text are necessarv for the representation
of the summarv as a sentence. but it is the set of context signs which help us to
unrlerstand why such a summaqi is indeed a ntean'ingful characterization of the given
text, and in which sense.

Another possible surnmary, Therv are seaem,l uags, requires knowledge about
the specific meaning of seaeral ways, the qualities of w-hich are basically due to the
context signs. \&'e can acknowledge this fact by re-phrasing the above summary
as: There are seueral ways which amount to uarious lûnds of search tasfrs, where
arnount is used as a semantic equivalent of ôe. But we shotrld not overestimate the
potential of such syllogistic summarization. Optimally, ou approach should model
the entire text as a single phenomenon and derive the corresponding qualisigns.
Such an effort, which would allow for sophisticated re-phrasings, might need, besides
syllogism (basically deductive), inductive or abductive rea,soning. The above result
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indicates that even with a limited apparatus a quite interesting summâry can be
produced.

5 Summary and Conclusion

We have presented a framework for meaning extraction based on cognitive and
semiotic principles strictly using le.xical information about the words involved. The
ultimate goal of this framework is that we want to boil down a text (consisting
of cohering sentences) to a single phenomenon and represent it by signs. Such an
effort may ultimately neecl the full scale of logical reasoning. This paper shows that
interesting results can be achieved even by applying deduction alone.

In our view. the ba.sic question concerning summarization of a given text relates
to the correspondence betw-een thc entire text and its surnmary: how can we explain
that there i,s a rneaningful relation betw-een subject and predicate of such a surnrna-
rizing sentence? Also, how does (previousl-v acquired) lexical knowledge contribute
to the anticipation of po,ssible ureanings?

Otu answer could lre illrrstrated well by the cla.ssical syllogistic conr:ltmion 'Socrates

is mortal'. taken a,s an instance of a surnmarv. The concept of 'Socrates' and the
concept of 'mortal' are relatecl. ber:arrse the other premises of the syllogistic scheme
(considerecl here to be the entire text) irnply via the, comm,on, tervn 'human' that
such a relation exists. \otice that the comrlon terrn is not part of the srunurarizing
sentence. However. it is part of orr knowledge about the generutton of the syllogistic
conclusion.

In our semiotic approach. srrch a cornrnolr tenn as a sign aulortrrts to a contert.
In the te.xt (premises), the coûllrorr tcrur is semanticàlly usecl in two ways: a.s a
subject and as a predtcate. requiring the possibility for conversion. ()ru frarnework
shows that such a conversion rray crnergo frorn r:oncepts (for example. words) whi<'h
are c.ounterparts. Such counterparts are based on qualities which belong to the same
phenornenon, and define it. C<lunterparts represent those qrralities. alternativcly tr.s
parts and as a whole (typically by using differeint denotations fbr tlie trvo). For
exanrple, in this context the noun 'hurnan' represents the po,tts that constitute the
concept and '(to be) hrunan' the pxsper"ti.es that charactcrize those parts as a whole.
'Hurnarr' às â colnrnon term then represents the cohercncy of these syrnbols.

The above understanding of the notion of context. which relates subject irld
predicate of the sign of a partieular phenomenorr. can tre seen às an zrttcrnpt t<-l
represent contextualized meaning. It is often ernphasized (fbr exarnple in [WF86])
that contextualized meaning of words is much richer than their lexical meaning. ancl
therefore is so cornplex that its representation presents a serious irnplerncntation
problcm. Practical approaches try to circurnvent this b;r restricting meaning to
(linite) sets of features. Despite such restriction. the complexity of such approacltes
is very high, which may be due to their formal nâture. Irrdeed, t'eatues and the
combination of such features are tvpicallv forrnallv definecl. Because sr.rch features
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refer to qualities of. reoJ-world, phenomena, a cognitively based approach would more
appropriately reflect the real nature of (lexical) properties, and a semiotic franework
may offer a more simple treatment of their combination.

In our approach, a representation of contextualized meaning emerges dynami-
cally as a "side effect" of sign generation. For example. information (as it appears in
our summary) receives its contextualized meaning via the other signs (forming the
context of the summa,rizing sentence). In context, informati,on refers to that partic-
ula,r instance of the general (lexical) notion which is of. their, where their refers to
user:s which arc of. aari,ous types, and that this information is the one that is rctum,el
via uarious binds of search taslcs. \Me maintain that such a web of relations can be
represented as a coherent set of logical consequences, as suggested by the title of
this paper.
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