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Without it [there is] no I; without I, nothing is intelligible.
- Zhuang Zhou, "Equality of Beings"

Abstract
A system is autonomous if it uses its own information to modi$' itself and its environment
to enhance its survival, responding to both environmental and intemal stimuli to modiS its
basic functions to increase its viability. Autonomy is the foundation of frrnctionality,
intentionality and meaning. Autonomous systems accommodate the rmexpected through
selÊorganizing processes, together with some constraints that maintain autonomy. Early
versions ofautonomy, such as autopoiesis and closure to efEcient cause, made autonomous
systems dynamically closed to information. This contrasts with recent work on op€n systems
and information dynamics. On our account, autonomy is a matter of degree depending on
the relative organization of the system and system environment interactions. A choice
between third person openness and frst pen;on closure is not required.

Kqnvords: autonomous systems, self-organization, function, consciousness, closure

l lntroduction
Autonomy merurs self-goveming, and comes from a Greek word meaning

independent. I use it to distinguish the active independence oforganisms and intellects from
the sort of independence rocks and planets have, which places little if any emphasis on self-
govenunce. There are selÊgoverning artefacts, and parts or products ofbiological systems
that are self-goveming, but the origin oftheir self-govemance lies outside themselves. Many
would argue that determinism requires that all autonomy is like this, but I will argue
otherwise. Autonomous systems, as with autopoietic systems (deriving from "self-
producing"), produce their own governance and use that govemance to maintain
themselves. A system is autonomous if and only if the organization of intemal aspects of
systemprocesses is the dominant factor inthe system's selÊpreservation, making both itself
and the processes that contribute to autonomy functional. I will clarify this later with some
technical details, but fornow it is worth noting that autonomy is an organizational properly
constituted of pmcesses with some degree of closure, though the closure to external
influences need not be complete.
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I will start with the following assumption that should be a necessary consequence
of any satisfactory account of autonomy:

HA: Nonnal adult humans axe autonomous
Note that HA is ambiguous. It might rcfer to biological autonomy, mental autonomy, and/
oremotional and psychological autonomy. We share biological autonomy with animals, but
the others axe not so clear. They may be specifically human characteristics associated with
our growth and individuation into mature persons. I will not have much to say about this
here, though I have previously noted (Collier 1999) that tuly intelligent robots must be
mentally autonomous. I will therefore start with mental autonomy, and present some
arguments for prefening a notion of mind open to the worl4 rather than the closed mind of
computationalists and most others cunently working on the mind and consciousness.

2 The Engaged Mind
It is clcar that autonomy r€quires some sort of closure, and the simplest sort of

closure is complete. Sunny Auyang Q040, Cllrrpter 2) has given an able critique of many
current theories of mind that lead to a closed mind, including computationalism,
connectonism, ecological theories! dynamical theories, various behaviorisms and the rcvenie
enginæring involved in evolutionary psychology. The closed mind is the dominant paradigm
in both cognitive and consciousness studies, though none ofthe approaches lisûed above is
irrevocably wedded to it. I will focus on the views of Maturana and Varela" since I believe
that they are closest to being on the right track, and that much that they say is both
enlight€ning and largely conect. Despite this, they make a fatal (but widespread)
methodological error that an open approach to autonomy can remedy. I hope that this might
yield some insight into how other approaches might be improved.

Maturana and Varela's approach to mind has its origins in their work on autopoiesis
(Maturana and Varela 1980). Unlike the other theorists that Auyang criticizes, they focus
on consciousness rather than the organized infrastructure underlying consciousness. As
Arryangnoteg currentmind studiesdisplace consciousness as at best anepiphenomenonof
underlying processes. Her approach is to take our cornmon sense view ofmin{ and develop
a theory of mind open to the world that coincides, by and large, with the common sense
view. Auyang's approach to mind involves four factors:

l) Monism: mind is not a nonphysical entity but a kind of emergent dynamicâl
property in certain complex physical entities.

2) Infrastructure: the locus of current cognitive science is not mind as we
experience it ... but in its infrastructure ... of rurderlying processes.

3\ Emergence: conscious mental processes emerge from the self-organization of
many [a]conscious infrastuctural processes.

4) Openness:... The subjectisaware ofhimselfonlyasheengages intheintelligible
and social world.

Auyang does not explain either emergence or self-organization, but accepts them as
legitimate scientific concepts (for an analysis of these concepts, see Collier and Hooker,
r9e9).
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It is on the issue of ope,nness that both Auyang and our group disagree with
Maturana and Varela. The autopoietic view is a good first approximation" but it fails to
account for four significant aspects of mind: l) experience is primarily of extemal objecæ,
2) knowledge ofexternal objects and differentiation ofthe selfis gained together through
interactionïviththeworld,3) language is learnedtbrough bothlinguistic andnon-linguistic
social interaction, and 4) the mind is intrinsically interdependent with its supporting
infrastnrcture, which shows up in mental fallibility in everyday life, illusions, and certain
forms of brain damage. Our view of autonomy is consistent with I - 4, whereas autopoiesis
says nothing about lor 3, violates 4 in a most egregious way, and ignores the importance
of specific infrastructures, especially the organizational rclations between emerge,nt
consciousness and its infrastructure.

Although the term 'autopoietic' disappears from Varela's later work on mind
(Varela et al 1991, Varela 1996a, b), Varela et al (1991) identified human experience with
mindfulness, in the sense of Buddhist meditation. Auyang accepts the importance of the
phenomenon of meditation, but believes that the mind engaged in everyday activity is the
more basic topic for the science of mind, since it is what most ofus do most ofthe time. She
notes that Varela and Shear point out that meditation is similar to Husserl's
phenomenologieal reduction (bracketing of qtæstions of objectivity), and Varela (1996a
1996b) makes the connection explicit, adopting it as a methodolory. Maturana specilically
argues that phenomenological bracketing is methodolo gpcally required:

*In writing this article I have followed the explanatory path of
objectivity-in-parenthesis. Indeed I could not have written it following the
explanatory path of objectivity-without-parenthesis, because such an
explanæorypath, bynegating the question about the origin ofthe properties
of the observer as a biological entity, is constitutively blind to wtrat I have
said-" (Maturana 1988)
Maturana is cerainly right in arguing against the negation to which he refers, but it

is not clear how he avoids it himself. Though a Husserlian methodology does not imply a
Husserlianmind anymorethanFodor's methodological solipsism implies thatthe mind is
solipsistic, the tendency to reflect the methodology in its object is almost irresistible.
Furthermore, Maturana's methodological requirement explicitly violates Auyang's fourth
postulate that the mind knows itself only through the world. The phenomenological
reduction brackets all questions ofexistence and truth, and sets aside external objects and
interactions with such objects. Thus it does not consider any ofthe four aspects ofmind that
Auyang considers crucial to mind science. It is a short jump from the reduction to a closed
view of mind. To be fair to Varela" certain aspects of his writing, especially refçrences to
Heidegger, and to transparency (Varela et al 1991, Varela 1996b), suggest a move toward
an open mind, but the dominant view is rooted in the autopoietic cut (bracketing) that
sepaxates mind from the world. I believe that the foundations of mind must be open ûom
the beginning in order to explain the development of mind and self-awareness.

Another problem with this bracketing is that the mind can be implernented in
anything to which it is causally isomorphic. Matwana and Varela are clear enough that the
substrate of mind must be organismico but there is nothing in their theory of mind as such
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ttratrequires that. As John Searle and others have noted, all ofthe functional relations and
distinctions in a closed mind can be embodied, say in a massive number of Chinese clerks
whofollowdirections. This doesnotyieldmindfulness, but it isnotexactlyclearwhyitdoes
not. I think that the explanatory problem must be attacked from the other end, by seeing the
mind as emergent from its infrastructure, but the phenomenological methodology does not
permit this move. Although both Maturana and Varela have anphasized the increasingly
popular view of the embodied mind, Auyang points out that embodiment alone does not rule
outasolipsisticmind. Engagementwiththe world, and interactionwiththe world involving
mental infrastructures is required to restrict the real possibilities of embodiment.

Thus there are two ways in which the phenomenological approach to mind is
inadequate: first, it igrrores the role of external objects and our interactions with them to
form mental experience and a sense of the autonomous self, and second, it ignores the
importance of specific forms of infrastructure by cutting specific implementations offûom
mental experience. Similarobjections are raised byBickhard (Bickhard 1993, Bickhard and
Chnisænsen forthcoming). Bickhard calls the open mind approach interactivism. The closure
required by autonomy is not an either/or proposition, but a matter of degree.

3 Language and Engaged Mind
Maturana(1988)placesmoreemphasis onlanguage and socialitythanVarel4 going

so far as to claim that self-reference, indeed any reference, is possible ouly through
language. I rather doubt this, since children seem to be able to distinguish between objects
and themselves as early as four months, but confuse pronouns for "I" and "You" as late as
two years. It would also imply that animals have no self-awareness, which seems to be false
for at least some Great Apes on the basis of sound evidence, and open to question in the
case of many other higher animals. In any case, language is very important to the
development of the human mind and of social autonomy. It can be used to demonstrate
some of the aspects of openness that are permitted by our autonomy approach, but are not
permitted on the autopoietic approach. As noted above, there are two difficulties, the first
is openness to and dependency on external influences, and the second is dependency on the
infrastructure.

Maturana is quite clear that langrrage is a closed system, both within the individual
and with respect to its infrastructure:

"An observer claims that language, or better, languaging, is taking place
when he or she observes a particular kind offlow (that I shall describe
below) in the interactions and co-ordinations of actions between human
beings. As such, langtrage is abiological phenomenon because it results from
the operations of human beings as living systems, but it takes plaee in the
domain ofthe co-ordinations ofactions ofthe participants, and not in their
physiologt or neurophysiologt. Languaging and physiology take place in
difïerent and non intersecting phenomenal domains. Or, in other words,
language as a special kind ofoperation in co-ordinations ofactions requires
the neurophysiology ofthe participants, but it is not a neurophysiological
phenomenon." (Maturana 1988, italics added)
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Note that on this account, language is dependent on underlying nernophysiolory, but
because of its independence, anything can embody language if it has the requisite
complexity. This seems not to be the case, however, and for principled re€6ons. Chomsky's
studies of grammar, as well as neurophysiological studies, suggest that there are specific
brain modules that handle the deep structure of grammar, with specific human grammars
corresponding to weightings of the activation of this module. Chomsky's argument is
primarily that there are too many possible grammars to allow for learning. The most striking
evidence for this is that even intellectrrally deficient humans leam grammar easily, but have
much more touble than people of normal intellect in learning artificial languages.
Furthermore, otherwise intelligent people with specific brain ablations lose specific linguistic
capacities. Apparently a specific infrastructure within the brain is required to leam language
as well as to maintain linguistic capacities. This module restricts the possibilities of language,
contrary to the very general account of Maturana, which suffers the same explanatory
deficiency as behaviorism and the Piagetian approach to language as a frrnction ofgeneral
intelligence.

Matrrana goes on to say:
"There are circumstances in which an observer can see that under the
expansion of a consensual domain of co-ordinations of actions there is a
recursion in the co-ordinations of actions of the organisms that participate
in it. rWhen this happens, what an observer sees is, on the one hand,
organisms that interact with each other recurrently in consensual
co-ordinations of actions, and on the other hand, a phenomenal domain in
which all the phenomena that we distinguish as phanomena of praxis of
living in daily life take place. Due to this, I claim that when this occurs,
language happens, and that the phenomenon of language takes place in the
flow of consensual co-ordinations of consensual co-ordinations of action
between organisms that live together in a co-ontogenic stnrctural drift.
Furthermore, I also claim that wilh languaging observing and the observer
arise; the former as the second-onder recursion in consensual co-ordinations
of actions that constitute the phenomenon of distinction and the latter in a
third-order in which there is the distinction ofthe operational realization of
observing in a bodyhood." (Maturana 1988)

Maturana does not argue here that language is contained in each autonomous human, but
his coordination is ambiguous between this possibility and the possibility of a direct transfer
of information via informational interaction with others, rather than mere coordination. The
autopoietic notion of autonomy requires proc€ss closure, and HA seems to de out the
direct exchange of information through linked processes a fortiori, favoring the mere
coordination interpretation. However, the evidence from the learning ofmeanings seems to
favor the second possibility. Children do not merely attend to language in the context of
everyday activity, but pay special attention to signals like glances, pointing and touching
when learning words. I have already mentioned that the notion of self does not seem to
require language, rasing questions about the third ordu requirement. Not only that, but
glancing pointing and touching seem to convey information about objects that the child uses
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to leam words. The concept (or at least the expectation) ofa persistent object arises at
about four months in most children, long before anything but babbling occurs on the
linguistic front. Both language and the prelinguistic mind are open to the world. This
openness appears necessary for the sort ofcoordination Maturana proposes. Ifit is not
necessary, it is certainly used.

I have focused on language, since it is what makes us uniquely human (so far as we
know), but I could raise similar arguments concerning autopoietic models of perception,
rationality, emotions, and, as I previously indicated, the mind in general, as well as in
biologr. I do not have space here, but further arguments can be found in Auyang (2000) in
the other bibliography cited.

4 Analysis of Autonomy
Autonomy is both open and closed; it requires conditions that explain closure, but

permit openness Furthermore, autonomy is closely related to individuality and setf-
governance, the combination of the two yielding independent functionality through the
organized interaction of processes. Varela (1979) invokes a duality between structr.ue and
organization that sets up the problems of multiple implementability that follow from the
autopoietic cut. ln the autonomy approach, processes and their interactons, which are
themselves firrther processes, form the fimdanrental basis, and organization is a direct
properly of this network of processes. There is no duality.

To anatyze autonomy, I start with identity, which is based in unity. Identity is a
logical or metaphysical condition that is rather ûivial in ttnt identity is findamentally the
sane notionforall things.It is especiallyrobust for dynamical objects, however, which are
unitd by causal interactions rather than merely logical or conventional conditions. A more
flexible notion is unity, wtrich is the closure of the relations between parts of a thing that
make it a whole. We can define unity as follows:

If a is a component of A and for any b, b + 4 aUb requires that b is also a
component of A, tlren the logical closure of U is the unity relation of A.

In the case ofentities that are unified by physical processes, there is a unity relation that is
dynamical, or causal. This special case, we call cohesion. Simple examples ofcohesion are
a qtafiz crystal, in which the closure of intemrolecular interactions gives the boundary of
the crystal, extemal inæractions being much weaker than inærnal interactions, and a gas in
a box, in wbich the cohesion of the box defines the boundaries of the gas. Notc that in each
case the cohesion is not absolute; it is a matter of degree. We should expect difficult
intermediæe cases. Furthermore, cohesion can differ in shength in different dimensions
(factors), and we really need a colrcsion profile to indiyiduate an object, but I will ignore
such complexities. Cohesion both unifies adynamical objecq and distinguishes it from other
dynamical objects. Thug it is quite effective as a criterion of individuation. Its real strength,
however, is inthe wayitforces usto lookfordynarnical closurewheneverwewantto claim
that something is individuated. This is especially signifïcant in the case of autonomy.

Autonomy is a special tlpe of cohesion. Its distinguishing feature is that cohesion
is maintained actively though the contributions of component processes to the continued
existence ofthe system, either directly, or through int€rmediate processes. The requirements
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of autonomy place certain resUictions on what sort of system might be
autonomous. It should be obvious that neither a rock nor a ga.s in a box are autonomous,
since they are not active in any sense. To be active requires doing work. Doing worlq in
tum, requires the existence ofnon-equilibrium conditions. Another reason neitb€r a rock nor
a gas in a box is autonomous is that they cannot alter their own state to respond to
processes that go acnoss their boundaries. Thus they are unable to adapt to conditions
around them, and certainly not to anticipate them. In order to have this sort of self control,
a system must be intemally differentiated, that is, it cannot be in a uniform steady state, br.û
must have a number of intemal states dynanically accessible. This requires a certain
flexibilitythatsystemswhosecohesionisbasedinhighenergydifferentialscannotmaintain.
Thus we san expoct it to be characæristic of autonomous systems that enerry is not their
primary concerrL but organization of their processes so as to divert energy as suitable for
their sunrival. It would be proper, then, to describe autonomous systems, and the degree of
autonomy itself, interms ofrelativeorganizationratlrcrthan interms ofrelativeenergies of
interactions. This is coherent with the intuition behind autopoiesis that organization of
processes is most significant. Furtlrermore, since processes con$ibuting to autonomous
cohesion must be coordinated so as to achieve viability, we should expect autonomous
systems to show holistic organizzition of a hierarchical sort in which open aspects of lower
level processes are closed at higher levels. However, unlike in autopoietic systems, this
closure need never be complete. While process closure to some degree is essential, there
will also be interactive closure anoong processes, both with the internal infrastructue and
the external environment. We require only that the inærnal organizational closure is greater
thanthe interactive closure. Comparing degrees oforganization is non-trivial. In algorithmic
complexity ft*ry, logical deptb, or the number of stçs required to produce a surfrce
structue from a deep stmcture, is often taken as a measure of organization. This value,
though, is difficult to compute under the best of circumstances, and often impossible.
Fortunately, differences in organization are often large, and are conespondingly easy to
recognize. Thus it is not impossible to pick out many autonomous systems, and even to
compare their degree of autonomy, and firther to compare autonomy in various resp€cts.
This is quite different from autopoiesis, which is an all or nothing, and quite indiscriminaæ
condition (Varela 1979).

In summary, autonomy requires I ) non-oquilibrium conditions, 2) internal dynamical
differentiation, 3) hierarchical and interactive process organization" 4) incomplete closure,
5) openness to the world, 6) openness to infrastnrctural inputs, 7) the existence of
autonomy, like any cohesion, is identical to the corresponding process closure, and is not
something complementaryto, oroverandabove, thisclosure. Autonomyisthus well suited
as the identity condition for Auyang's version of mind open to the world.

5 Living Systems
The value of autonomy in explaining the individuality of minds, as well as the

openness of mind in terms of its integration into the world and with its infrastructure
suggests that it may be able to cast similar insight onto living systems. Maturana and Varel4
in their early work, clearly make autopoiesis necessary and suffrcient for life, and also make
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I
itcompletelyclosed (e.g.,MaturanaandVarela 1980,Varela 1979).Inlaterwork,however,
the notion ofautopoiesis gradually disappears, but as I have argued, its ghost remains. There
is a similar notion in Robed Rosen's Life ltself (1991):

A material system is an organism iffit is closed to effrcient cause. (pg 245)
In this definitiorl efficient cause is analogous to production rules as used by Maturana and
Varelq so we have a similar closure to production. The notion ofeffrcient cause itselfarises
in Rosen's rather complex but intemally coherent discussion of modeling relations. The basic
idea is that the efficient cause of a house is its builder, but in the case of living systems the
systan is its own builder. Unlike our version ofautonomy, but like autopoiesis, it is entirely
closed. The notion of efficient cause, however, arises out of a particular view of modeling
itself, and not from general systems considerations. Whether it exists other than in the eye
ofthebeholder(perhaps, givenRosen's emphasis oncauses as answers to'lvhy''questions,
one should say "inquisitor") is problematic. Traditionally, Aristotelean efficient causation
has been associated with Modern mechanical causation, but Rosen specifically denies that
living systems are mechanical. Traditional Aristotelean causes are always found in each
instance ofcause, and are not independent at all, as Rosen treats his causes, and as he must
to separate the closure of efficient cause from other kinds of causation. His analogy to
logical relations is not helpful, since they are not independent, as he claims they are.
However, Rosen's arguments that mechanical systems must be open to efficient cause are
consistent with how he uses the notion of effrcient cause in his graphs, and his extended
argument that mechanical causation cannot be sufficient is soun4 given the interpretation
of his graphs. But his graphs alone do not imply general closure to efficient cause so much
as suggest that it might be general for living systems. It is not clear whether Rosen draws
his graphs to fit his notion of the living, or if he defines the living so as to fit his graphs.
Autonomy does require some degree of self-modeling, and Rosen's diagrams do suggest
that the modeling is closed in living systems. Even ifa system is predisposed to model itself
as closed to effrcient cause, however, it does not follow that this modeling reflects reality,
or that it does not lead to problems of logical circularity conceming issues of origins, both
temporal and representational, as I will describe shortly. Given past failures in terms of
closed views of both life and mind, one has to be very careful. I see no grounds for thinking
that Rosen's view does not lead to the same problems that the viewpoint of Hussserl's
Cartesian Meditations prcsent to Maturana and Varela or, indeed, that his postulated
condition of life is more clear than the non-mechanical postulates of vitalism.

At least Rosen does not have problems with infrastructure; metabolism and repair
within organisms ground the closure of eflicient causation in material causation, and we
don't have to worry about multiple instantiability, perhaps in Chinese populations on the
other side of the world. Despite this, Rosen's closure is complete, and does not permit the
discrimination of degree and type allowed by autonomy. For this r€ason alone, I think
autonomy is the preferable notion, quite side from logical and ontological problems, or the
principled empirical problems that I will now discuss.

Maturana and Varela staæ:
"Accordingly, an autopoietic organization constitutes a closed domain of
relations specified only with respect to the autopoietic organization that
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these relations constitute, and, thus, it defines a 'space' in which it can be
realized as a concrete system; a space whose dimensions are the relations of
production of the componorts that realize it." (Maturana and Varela 1980,
p . 8 8 )

It should be obvious that this closure ofautopoiesis ensures autonomy in any intuitive sense.
But I am sceptical that there are any organisms in which the autopoietic organization can
be separated except in an ad hoc way from organization involving heteropoietic interactions
with the environment and other organisms.

The nature of process individuation aurrd organization requires a deeper analysis.
Dividing a complex system into parts in order to explain how it functions, rmless the
processes make natural unities, is somewhat artificial, and leaves part of the explanation
open. One important issue is origins. Imagine an artificially made bacterium. Our
manufactured bacterium would have the same cohesion conditions as a natural one, and
since the cohesion is the complex firnctional organization that makes up autopoiesis in a
natural cell (at least approximately), it would be just as autonomous as a natural cell.
However, it would by defrnition be allopoietic (as manufactw€d), and its effrcient cause
would also be in the designer. Similarly, the effrcient cause of a manufactured organism
would be its creators. The autonomy notion avoids the paradox that isomorphic organisms
could one be autonomous and the other not.

A second issue involves the existence ofborderline and intermediate cases, such as
slime mould and bacterial films. These colonies act like autonomous in many respects,
involving signaling, differentiation and functional organizaton. However, it is not clear
whetherthey are best called colonies or individuals. Given such borderline cases do exist,
it seems even more likely that they existed in transitions from the nonJiving to the living,
and in the emergence of more complex living systems. The autonomy notion predicts the
possibility ofsuch difficult cases, but the absolute nature ofautopoiesis and closure to
efficient cause do not, and require that there be a clear-cut difference. The world is not so
accommodating to our desire for sharp distinctions.

6 Conclusion
I have argued that the sort ofclosure involved in the autopoietic and effrcient cause

approaches to living systemsandmindhas certain empirical but principled diffrculties with
both the possibilities of embodiment and of interaction closure with the environment.
Autonomy is only partially closed, and alleviates these problems, as well as giving a unified
process based approach to organization. This avoids the sort ofdualities involved in both
Rosen's and Maturana and varela's approaches. Furthermore, the autonomy approach can
account for borderline cases.

Varcla (1979) clearly bases life on the existence of autopoiesis. Similarly, Rosen
distinguishes life sharply as closed to efficient causation. Does autonomy give us a similar
basis for distinguishing the living from the non-living? I don't know. I am inclined to think
not, because of the variable strength of autonomy itself. It does not give us sharp
boundaries, though in most cases the boundaries are sharp enough that they do not present
any special problems. With the problem of the origin of life, however, it is not clear that we
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should even expect a sharp boundary. Similar arguments can be made about consciousness.
This is perhaps philosophically unsatis$ing, but I think it best to leave these questions open
forthe time being.

References
Auyang, Sunny (2000) Mind in Everyday Life and Cognitive Science. Cambridge, MA:

MIT Press.
Bickhar{ M.H. (1993) Representational Content in Humans and Machines. Journal of

F,xperimental and Tlæoretical Artificial Intelligence 5: 285-333.
Christensen, W.D. and Mark Bickhard (submitted) The Process Dynamics ofNormative

Function, Mind.
Collier, John (1999) Autonomy in anticipatory systems: significance for firnctionality,

intentionality and meaning .lnl. Computing Anticipatory $tstems, CASYS'99 - Second
International Conference, edited by D. M. Dubois, American Institute of Physics,
Woodbury, New Yorh AIP Conference Proceedings 465, pp. 75-81,
http://www.newcastle.edu.au/departnenVpVStaff/JohnCollier/papers/closure.pdf

Collier, John (2000) Autonomy and Process Closure as the Basis for Functionality. Closure :
Emergent Organizations and their Dynamics, edited by Jerry L.R. Chandler and
Gertrudis van de Vijver, Volume 90lof the Annsls of the New York Academy of
Science: 280-291, htç://www.newcastle.edu.au/departnenVpVstaff/JohnCollier
/papers/casys98.pdf.

Collier, John (forthcoming 2004) Self-organization, Individuation and ldentity. Revue
Internutionale de P hilosophie.

collier, John and c.A. Hooker (1999) comFlexly organised Dynarnical sysæms. open
Systems and Information Dynamics, 6: 241-302, htB://www.newcastle.edu.ar:/
deprtrnent/pVcompsyVpublicationVCods.pdf

Maturans" H.R. (1988) Reality: the Search for Objectivity Or the Quest for A Compelling
Argument. The lrish Journal of Psychologt:25-82.

Maturanq H.R. and F. Varela (1980) Autopoiesis and Cognirion. Dordrecht: Reidel.
Rosen, R (1991) Life ltself. New York Colnmbia University Press.
Varela f.J. (1979) The Principles of Biological Autornmy. New York: Norttr Holland.
Varela F.J ( I 996a) The Specious Present: A Neurophenomenology ofTime Consciousness.

Naturalizing Phenomenologt: Issues in Contemporary Phenomenologt and
Cognitive Science. Edit€d by Jean, Petitot, Francisco J. Varela, Bernard Pachoud
and Jean-Michel Roy. Stanford: Stanford University Press, Chapter 9, pp .ZG6-329.

varela F.J (1996b). Neurophenomenology : A Methodological Rernedy for the Hard
Problem, Jourral ofConsciousness Studies, J.Shear (Ed.) Special Issues an the
Hard Problems.

varel4 F. J., Thompson, E., and Rosch, E. (1991) The Embodied Mind: cognitive science
and Human F*perience, Cambridge, MA: MIT Press.

221


	Casus_v12_pp212-221_Collier



