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Abstract 
While the notion of chance may have been inherent in us from the beginning of the 
thinking age, it is a gambler's dispute in the 17th century that led to the creation 
by two famous French mathematicians of one of the most powerful mathematical 
theories , the theory of probability. It has since helped solve countless problems. 
In engineering, it is not the existence of uncertainty that is disputed, but how to 
deal with it. Probabilistic thinking becomes cumbersome when too many sources of 
variability exist. Engineers and physicists resort to "Black Box" models using data 
algorithmic approaches. Such is the case in some classification problems brought out 
by pattern recognition. We look at a character recognition problem, and present a 
probabilistic solution that is simple and easy to implement. 
Keywords : Classification, Probability, Image Data Analysis. 

1 Introduction 

In 1654, letters written by Blaise Pascal and Pierre de Fermat formed the genesis of 
the theory of probability. A French nobleman, struggling with an apparent contra­
diction in a gambling problem, asked for Pascal's help. The fundamental principles 
of probability theory were laid down. In 1812, Pierre de Laplace introduced a for­
malism in his book, Theorie Analytique des Probabilites, and consequently applied 
probabilistic ideas to scientific problems. It took some time before arriving at a 
precise mathematical theory. The difficulty revolved around the definition of prob­
ability and the need to keep it applicable to a wide range of problems. In 1933, the 
Russian mathematician Andrey Nikolaevich Kolmogorov introduced an axiomatic 
approach, turning the probability concept into a mathematical theory. Probabil­
ity theory is an undisputed modern theory, considered a subfield of measure theory. 
While no one questions the application of the theory as a mathematical tool for mod­
eling random phenomena, until recently controversy still surrounded the meaning 
attributed to probability. Many schools of thoughts emerged, with the Frequen­
tists and Bayesians representing the major ones. In 1763, a theorem by Reverend 
Thomas Bayes, a British mathematician, was published that eventually gave birth 
in the 20th century to the 'subjective' or 'personal' interpretation of probability. 
The Bayesian approach keeps the axiomatic laws of the theory of probability but 
enlarges the scope of application of the notion of probability. Today, the controversy 
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between the frequentists and the Bayesians has all but faded , with many using the 
Bayesian approach in their modeling of uncertainty. 

Most of us accept the inevitability of randomness in our daily lives and the 
reality of having to reason under uncertainty. A simple and convincing argument 
is the following: assume you are standing in front of a man who holds power of 
consequences over you. To obtain his graces, you must guess the number of coins 
in his pocket . The closer the answer is to the truth, the greater the benefit . No 
deterministic solution applies. Unless one can speed up the process of evolution and 
develop instantaneously X-rays powers, there is no way to deterministically know 
how many coins are in that pocket. And even so, the X-rays images obtained may 
not show clearly how many coins there are. At best one must 'guess', that is apply 
a probabilistic approach. One can see how probability evolved out of gambling 
problems. 

Many uncertainty problems exist in all fields. While one can hope to explain phe­
nomena in the universe through mathematical rules, dealing with decision problems 
under uncertainty requires probabilistic thinking. In many engineering problems, it 
is not the existence of uncertainty that is disputed, but how to deal with it. Proba­
bilistic thinking becomes cumbersome when too many sources of variability influence 
the solution. Parsimonious probability models are hard to build, and engineers often 
turn to anything that can solve the problem. In adopting methodologies, they often 
guide themselves by the results . Most probabilists would acknowledge the difficulty 
of developing complicated statistical models in such cases, and may accept the use 
of data algorithmic methods. These are methods that emerged in the fields of data 
analysis, adopting the concept of 'no model' or a 'black box' approach. Neural 
networks [6] and support vector machines [8] are examples of such approaches. In 
some classification problems, the variability in the data is so large that it encourages 
to avoid the construction of a probability model. Neural networks have been used 
in these problems. Once reasonable results are obtained, then trends are started. 
Such is the case in the optical character recognition in the license plate recognition 
problem. We show, by the presentation of a probabilistic solution, that in such case 
there is no need for neural networks, a solution widely adopted. The probabilistic 
solution we introduce is simple, easy to build and easy to implement. 

2 Pattern Recognition and Classification 

Ever since the computing revolution was started by the Babylonians around the 
fourth century B.C. with the invention of the Abacus, humans have tried to auto­
mate tasks. This pursuit has lead to the field of classification in pattern recognition. 
Classification is a daily human function. Many functions we perform start with a 
classification that we usually conduct without any great deal of effort. What seems 
easy for us to do is in fact a very difficult process to dissect and program into logical 
steps. Simply recognizing a character in an image can be a daunting task for a 
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computer, particularly if the image comes each time with variation and noise. Clas­
sification is a field that has evolved significantly in recent years. While statisticians 
developed the field of Statistical Classification, engineers, physicists and computer 
scientists developed data algorithmic approaches. These are data analysis methods 
that do not require statistical modeling, such as neural networks and support vector 
machines. An example of a data algorithmic approach in classification is the use of 
acoustic emission for the investigation of local damage in materials and the applica­
tion of neural networks to the study of the acoustic signals [12] . In the mid 1980's, 
neural networks, along with decision trees provided two new powerful algorithms for 
fitting data. Upon the successes of these approaches, a new direction in data analy­
sis developed that is removed from the traditional statistical approach. Breiman [7], 
a professor of statistics, argues for the goodness of the data algorithmic approach. 
The statistical approach models uncertainty using probability, while data solutions 
chooses a 'black-box' approach. The classifiers from both schools have been com­
pared on many problems and no single classifier outperforms the others [21]. The 
classifier performance depends greatly on the characteristics of the data. 

2.1 Classification 

Classification can be described as the task of building a function F : Z -----+ C, 
known as a classifier, that maps an input or feature set Z into a class set C. In 
one of its forms, supervised learning, the set C is known, and there exit a training 
set V of inputs for which the mapping is known. Using D, the classifier F is 
built, estimated or approximated, then used for any incoming input z E Z. F 
often takes the form of a statistically estimated function, or an algorithm from 
the family of neural networks or support vector machines. A typical problem in 
classification for which the support vector machines in their original form apply, is 
the two classes classification or binary classification. In that case, C has only two 
elements. There are many methods for classification and they fall roughly into the 
two major categories mentioned: (i) statistical and (ii) data algorithmic. Examples 
of classification algorithms include: linear regression, quadratic regression, Fisher's 
linear discriminant, logistic regression, Naive Bayes method, k-nearest neighbor, 
decision trees, neural networks, Bayesian networks and support vector machines. A 
typical simple approach such as the k-nearest neighbor partition the feature space 
into regions, based on some metric and assumption of the distribution in the input 
space. A more optimized approach is the support vector machines which split the 
input space into two regions in the case of binary classification. Assuming such 
solution exists, that is the input space is separable, it maximizes a measure of that 
separability. Statistical methods proceed differently and use one of the following 
two general approaches; (i) estimate from the training data set D a parameter 0 
that is used to parameterize the probability of a class C given a data point Z, i.e. 
Prob(CIZ) = f(Z;0) . Typically, 0 is estimated from D, or simply averaged over the 
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values in V, or (ii) use Bayes theorem and inverse the probabilities by computing 

Prob(CIZ) = Prob(ZIC)Prob(C) _ 
I:sEC Prob(ZIS)Prob(S) 

(1) 

Using V, Prob(ZIC) is constructed (modeled). It is called the likelihood function 
and is used in Bayes theorem in eq. 1 to provide the class probabilities. 

2.2 A Pattern Recognition Problem 

A pattern recognition problem that has been worked on extensively is the recognition 
of characters in license plates. A licence plate recognition system is designed for the 
automatic identification of a vehicle through its license plate. The system consists of 
a series of steps starting with the detection of a vehicle, the capture of images and the 
recognition of characters in the license plate. The last step involves image analysis in 
three parts; (i) the localization of the license plate in the image, (ii) the segmentation 
of characters from the localized license plate region, and (iii) recognition of those 
characters. These steps need to be performed automatically and require intelligent 
algorithms to achieve a high reliability. Many solutions have been applied and most 
of them use a learning approach. A historical data set is collected and used in the 
training and validation of the algorithm. The data set for the recognition of the 
characters consists of images of license plate characters that have been extracted 
from images of vehicles. They are binary images that have been treated using 
image analysis techniques. The characters are visually inspected one by one, and 
classified manually in the 36 possible classes {A,B,C, ... ,X,Y,Z,0,1, .. . ,8,9}. Each set 
of characters is then split into a training set and a validation set. The problem is 
to develop an algorithm that can recognize an extracted character as one of the 36 
possible characters. It is a classification problem and the solution is known as an 
optical character recognition (OCR) algorithm. While OCR applies in license plate 
recognition, it is a field that has a much wider stage of applications. It dates back 
to 1929 and is a method designed to translate automatically images of handwritten 
or typewritten text . There are software packages that can translate a faxed page or 
a scanned image into text . However, these OCR commercial packages do not yield 
good results in the case of the license plate problem. A series of approaches were 
developed to recognize license plate characters. The most common approaches are 
the correlation-based template matching [14] , and neural networks [11]. Many other 
approaches are used, for example support vector machines or binary classifiers [16]. 

2.2.1 Neural Networks 

Neural networks (NN) are applied successfully in many prediction and recognition 
problems. In license plate recognition, they are used to localize the license plate in 
the image and to recognize the extracted characters of the plate. Neural networks 
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grew out of research in artificial intelligence. A neural network is an artificial net­
work made up of sets of interconnected nodes called neurons. In its simple form, 
there is a set of input nodes, features from the image being processed, that are 
connected through a network of nodes, hidden layers, to a set of output nodes, the 
classes to which the image belongs. The NN is trained to recognize by feeding it a 
set of inputs to which the outputs are known. The NN processes the inputs one by 
one and compares the resulting outputs against the desired outputs. Errors are cal­
culated and weights which control the strength of network connections are adjusted 
at each iteration. The training is stopped once the NN reaches a satisfactory level 
of recognition. The set of final weights is used for processing new data. 

2.2.2 Template Matching 

The other approach most used in character recognition in license plate recognition 
is template matching. It is a technique in image analysis for scanning an image 
template until part of it matches an image at hand. There are many variants in 
the application of template matching to character recognition. In its simplest form, 
the image in a binary form is compared with same size parts of the template image 
using a suitable metric. The metric can be the euclidian distance or a correlation 
measure between the pixels of the image and the template. For example, the cross­
correlation, a statistical measure used by Horowitz [13] and Pratt [18] for image 
recognition, can be a metric for template matching. The template matching ap­
proach is often combined with other methods in character recognition. However, it 
remains a method based on the minimization of a distance between two images. 

3 The Probabilistic Approach 

In the optical character recognition of the license plate problem, uncertainty prevails 
as to what class an input image belongs to. Given that it is a stochastic problem, 
one expects probability answers, if one adheres to the principle that probability 
is the only coherent way to address uncertainty [15]. Despite some attempts, the 
only noticeable probability based research direction is that of the probabilistic neu­
ral networks [4]. The probabilistic neural network was developed by Specht [20] 
and provides a solution to classification problems using Bayesian classifiers and the 
Parzen estimators. It is a class of neural networks which combine statistical pat­
tern recognition and feed-forward neural networks technology. It is characterized as 
having very fast training times and it produces outputs with Bayes posterior proba­
bilities. Probabilistic neural networks are effective in pattern recognition. However, 
the problem at hand is a simple OCR problem and can be addressed by a simple 
probabilistic approach. 
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3.1 Image Data 

To solve the problem probabilistically is to treat features , or statistics, from the input 
image, using a probability model. The input character image to the OCR module 
is usually a binary image. Thresholding is the operation of converting the original 
image into a binary image. Thresholding is a mathematical operation performed 
on image data to translate information from a multi-dimensional space, in the case 
of color images, or a real valued interval, in the case of gray scale images, to the 
binary set { 0, 1}. It is an operation that divides the images into a background image 
and a foreground image. In the case of the license plate problem, the foreground 
includes the characters of the license plate. Depending on the method, thresholding 
manages to bring out desired features of the images while burying the rest into the 
background. There is a large variety of methods in thresholding. Many fields require 
thresholding such as medical imaging, visual surveillance and character recognition. 
In general, any technology that analyzes images finds it easier if not necessary to re­
duce the digitized image to a binary form. Often than not, thresholding determines 
the success of the technology that uses it. In license plate recognition, thresholding 
is essential in all steps. However, the issue is hardly ever mentioned, always assum­
ing an effective or at the very least an adequate foreground separation. Aboura [1] 
introduces a new thresholding method that succeeds in highlighting license plate 
characters in an image. The method uses color-based histogram classification in­
formation and a linear regression model. In the character recognition problem at 
hand, using a thresholding method, the extracted character images are converted 
to binary image data, cleaned, cropped and normalized , then divided into two sets; 
training data and validation data. The characters are visually inspected one by one, 
and classified manually in the 36 possible classes {A,B,C, ... , X,Y,Z,0,1, .. . ,8,9}. 

3.1.1 Statistics of the Character Image 

Examples of statistics of an extracted character are the fill percentage and the 
projected foreground. The fill percentage is the proportion of foreground pixels in 
the binary image. Let F be the matrix of the digitized binary image, with F(x, y) = 
0 or 1 if pixel at location (x,y) is background or foreground, respectively. Then 
the fill percentage is LxLyF(x,y)/(NxNy), where Nx and Ny are the height and 
width of the image in pixels. The projected foreground is the normalized projection 
of the foreground on the x and y axes of the image, Ly F(x , y)/Ny, x = l, .. . , Nx 
and Lx F(x, y)/Nx, y = l , ... , Ny, respectively. These projected histograms seem 
to provide distinguishing information, as shown in Figure 1, where the means of 
these statistics, taken over the training data set of images, is plotted, within one 
standard deviation. These statistics can be used for the recognition of characters. 
In a preliminary study, the minimization of squared errors was used in an attempt 

204 



1~ ,'~ ,,_ ··~ .~ ,,.. 
,~ ,,~ , .• ,._ ••, ~ . d . ',~ 

,~ ·,.~ W.~ ·-~ ·.,~ 
:~ . ;' ,.,,., '}~ :~ ·~ : 

(~ \~ 

:~ "~ -

,Ma ., µ. ••.~ · 

(a) Projection on the x axis 

/ ~ -

!~ 

,)~ 

:~ .l''J rfii.. :l!_t ·-~ ".f!'!'J 

~ ·~ ·•• ftlJ :8 1f':. 'M 
::~ •~ ,~ •~ :;,y, ':M 
,' ;,;;,;;, ,u , ...... ,, .. _ "~ .... ~ 
J:~~ '._ f'.'!J. ',t!:,) , =: ~.,!!' 'i t _~ . ,: , 1111:.J 

:fiJ', •· &i .. 1!M '.M ,M_ : __ ~ 
M 'M . .: f,,t. .t':J '~ -..• ·~ 

(b) Projection on they axis 

Fig. 1: Historical means of projected foreground for the 36 characters 

to recognize the characters using the normalized projection foreground: 

Minimizec=A,. ,9L(LF(x,y)/Ny - µ<;) 2 + L(LF(x, y)/Nx - µi)2 (2) 
X y y X 

where µ~ and µ~ in eq. 2, C = A, B, . .. , X, Y, Z, 0, 1, .. . , 8, 9, are the historical 
means from the training set (Fig. 1). The approach failed to return a good recogni­
tion. In an attempt to remedy to a possible lack of information from the statistics, 
the projected foreground was augmented with the distance of the pixels to the side of 
the image, thus incorporating the information about the locations of the foreground 
pixels. The minimum squared errors method failed again, an indication that these 
features of the image do not offer enough information to fully distinguish among the 
characters. 

3.2 The Theoretical Solution 

In general, let Z be the random variable that represents the statistical feature of 
a character image. Z need not be, and often isn't univariate. The probabilistic 
approach starts by building a probability model for that feature in the form of 
Prob(ZIC), C = A , B, ... , 9. For each image in the training set, the value of Z 
is computed. Data analysis tools are used, along with any engineering and prior 
knowledge to arrive at the probability model Prob(ZIC). Seen as a function of the 
event C , that is the character is C , the probability model Prob(ZIC) is known as the 
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likelihood function £( C) = Prob(ZIC) . This likelihood function is at the heart of 
the probabilistic approach. If this model is built properly, and the statistical feature 
Z offers enough information about the character's class, the probabilistic approach 
will be effective. Given a likelihood model, the probabilistic approach proceeds as 
follows. Let z be the value of Z for an image being analyzed. Then the probability 
that the character is C, given the data z is 

Prob(CIZ = z) = ~rob(Z = z lC)Prob(C) 
I:~;;;~ Prob(Z = z lS)Prob(S) 

(3) 

for C = A , B , . .. , 9. Prob(C) in eq. 3 is the model built with any prior knowledge 
about what C might be. It is called the prior distribution. The denominator is a nor­
malizing constant. Prob(CIZ = z) is the posterior distribution of C. The solution 
is given in eq. 4 as the selected character C, mode of the posterior distribution, 

Prob(CIZ = z) = Maxc=A,B, ... ,9 Prob(CIZ = z). (4) 

If there is no prior knowledge as to what C might be, then the discrete uniform dis­
tribution can be used where Prob(C) = 1/36 for C = A, B , .. . , 9. This probabilistic 
approach is often referred to as a Bayesian approach. A non Bayesian approach 
would simply maximize the likelihood function, ignoring the prior component, and 
select 6 such that 

Prob(Z = z lC) = Maxc=A,B, .. . ,9 Prob(Z = z lC). (5) 

Both these statistical approaches rely on the likelihood function. These simple 
operations are at the heart of many probabilistic predictions, classifications and 
inferences. While seemingly simple in principle, their success depends on the proper 
selection of the random variable Zand the probability model Prob(ZIC). 

3.3 The Probability Model 

In the search for a statistic Z , the author arrived at the conclusion that the values 
of the pixels in the binary image hold all the information needed to recognize the 
character in an image. Z is defined as the vector of the values of all the pixels 
in the image. The two-dimensional binary image data is converted into the one­
dimensional array Z. Each of the Z entries is either O or 1, and corresponds to the 
value of a pixel in the binary image. For each pixel, the Bernoulli probability model 
0;' (1-0;) 1-z; is applied, Zi being the value of Z at pixel i. Making the assumption of 
conditional independence of the pixel values given an image, the likelihood function 
is constructed 

IZI 
£(C) = Prob(ZIC) = IJ 0{\1 - 0i)l-Z; (6) 

i=l 
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where IZI is the cardinal, or vector size, of Z. To estimate the proportion 0i for pixel 
i, a number of approaches are available. But given that the sizes of the historical 
sets are relatively large, the estimates converge to the average 

Ne 

0; = I: xi,J/Ne (7) 
j=l 

where Ne is the size of the training set for character C, and xi,J = {O or 1} is the 
value of pixel i for image j of the training set . This is done for each character C. 
For simplicity of notation, 0i is used in eq. 6, when in fact it is a 0i ( C) that differs 
for each C. From a computational point of view, the assessment of the likelihood 
parameters is very simple. For each character C, all the images of the training set 
are added, then divided by the size of the set Ne, automatically providing a matrix 
of estimates [Bi]l:11. This is a simple operation, inexpensive computationally, that 
replaces the training of a neural network. It needs to be done only once, and the 
estimates matrices are used subsequently to recognize the characters. Figure 2 shows 
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Fig. 2: Likelihood image of character K 

the matrix [&;J\:11 for character K for the particular training set used. Each value 
of the pixel i of the image in Figure 2 is the estimate O ::; Bi ::; 1 for character K. 
It is the estimate of the parameter of the Bernoulli model for pixel i, for character 
K. In essence, this method builds a likelihood function value for each character C, 
that results in a matrix, where the values of 1 signify that the corresponding pixels 
are always present in the foreground of C (in dark in figure 2), the values O mean 
that the corresponding pixels are always background in C (in light in figure 2), and 
the values in between correspond to pixels i that are present in C with a probability 
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0i . One observes that the K in the image is not a perfect one, as the extracted 
images of characters in LPR are most often taken at angles and subject to many 
sources of noise and deformation. In addition, the colors of the image do not show 
all the nuances in the values. But the matrix [0i]i:11 is computed with accuracy and 
provides good estimates of the probabilities of the foreground existence. 

Once the likelihood function is constructed, it is used to recognize characters in 
a simple operation. Let z be the realization of the statistic Z for a binary image 
that has received similar cleaning, cropping and resizing as have the images of the 
training set. Then 

Prob(C\z) = ~rob(z \C)Prob(C) 
I:~;;;;~ Prob(z \S)Prob(S) 

where 

IZI 
Prob(zlC) = IT 0t'(l - 0i)l-z; 

i=l 

(8) 

(9) 

noting that the appropriate 0i 's correspond to the given C. This posterior probability 
distribution ranks the characters A, B, . .. , X , Y, Z, 0, 1, .. . , 8, 9 for their likelihood 
of being the character in the image being treated. This method is a Bayesian 
probabilistic approach. One introduces prior knowledge in the above in the form of 
Prob( C) for each character C. Such knowledge can vary from country to country for 
example, where the position of a character in the license plate may indicate whether 
it is a letter or a number, for example. If such knowledge does not exist, or is hard to 
embody in a formal model, then the characters are declared to be equally probable 
apriori , letting Prob( C) = 1/36 in this case. This reduces, from a solution point of 
view, to maximizing the likelihood function. 

This method yielded excellent results. As most methods in this category, it fails 
to distinguish, as such, fully between characters 2 and Z, 5 and S, 1 and I, B and 
8, and O,0,D and Q. However, using the same logic and applying it exclusively 
to parts of the image, the authors in [3] reach a 97% reliability. This is a high 
reliability for a pure approach that doesn't use heuristics. In practice, one would 
supplement with redundancy checks and use multiple images per vehicle to obtain 
a full reliability. As such, the method is highly accurate. In essence, the approach 
is a Naive Bayes approach, as known in the classification literature, and provides a 
probabilistic solution to the optical character recognition. We show that a simple 
probabilistic solution is still the easiest way to solve a particular problem. Aboura 
[2] does the same by presenting a license plate localization solution using a statistical 
analysis of the Discrete Fourier Transform of a signal. This approach resulted in a 
more reliable localization of the license plate, at a faster speed. 
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4 Conclusion 

We introduced a simple and inexpensive method to solve a relatively important 
problem, using a probabilistic approach. Neural networks are routinely used in this 
problem. Debates about how neural networks fit into classification, and how they 
compare and relate to statistical methods have been conducted ([19], [22]). While 
some have adopted an outright stance against neural networks [10], most accept that 
there are two philosophically different approaches in data analysis [7]. Recently, 
more use is made of combining both approaches [17], particularly by engineers. In 
a way, the statistical community failed to address the need of the data analysis 
community. Data analysts and engineers often require answers to problems with 
large data sets. But in a search for a solution, there is also danger in thinking that 
any answer is a good answer. The laws of probability are not a truth. They form 
only a model for thinking about uncertainty, based on axioms. But they are the 
result of centuries of building, bit by bit, a theory that has been tested by many 
and is well laid out ([9], [5]). It can be said that it is universally accepted that 
probability is the only coherent way to solve decision problems. But what are data 
analysis problems but decision problems. 
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