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Abstract: Flows over hydraulic structures, such as weirs or spillways, can be modelled using different 
techniques. New models such as SPH or PFEM are becoming more and more popular. These models 
are particle and/or meshless and consequently require a lot of computational power. Other methods 
such as VOF also require a lot of computational time (a few hours). In the frame of 2-D vertical flows, 
other techniques use much less computation time. For irrotationnal flows, solving the Laplace equation 
can be done very efficiently. The difficulty of this method lies in the definition of boundary conditions. 
The free-surface, which is naturally determined when using Lagrangian methods, needs a heavy 
iterative solving due to its non-linear nature when expressed in the frame of the Laplace equation. This 
paper will present an original technique that allows a quicker and easier determination of the free-
surface. An irregular mesh for boundaries is used and discussed. The method is validated with 
analytical solutions and experimental measurements. 
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1. INTRODUCTION 

Many dam owners are re-evaluating the security level of their hydraulic structures which often use 
spillways and weirs as control structures. In order to evaluate efficiently their security level, 
experimental and numerical studies can be driven in parallel. 
 
For the numerical part, many methods can be used. Meshless and/or particle methods such as SPH 
(Smoothed Particle Hydrodynamics) or PFEM (Particle Finite Element Method) are becoming more 
and more popular (Ferrari, 2010, Goffin et al., 2014, Larese et al., 2008). However they have a high 
computational cost and cannot be easily used nowadays in industrial applications. Moreover, their 
accuracy level is not as high as traditional methods due to boundary conditions they use. Other 
methods such as VOF or levelset combined with finite volumes (Detrembleur, 2011) can be applied. 
They still need more than an hour for a single simulation. This is why a light and efficient model is 
needed. It has been proven experimentally (Escande, 1937) that a flow over a spillway can be 
considered irrotationnal. Thus, the velocities derive from a potential and the Laplace equation can be 
solved:  2 0 , where   is the potential function and  2  the Laplace operator. This equation 

can be solved in a 2-D vertical finite difference grid. In order to fit as well as possible impervious 
borders and the free surface, irregular boundary conditions have been implemented. We present in 
this paper an original way to find the profile and position of the free surface for a given discharge and 
a given topography. 
 
This paper is divided into three main parts. The first one is about the implementation of the code. We 
will first discuss the boundary conditions and how the free surface can be determined. Then, we will 
discuss briefly the opportunities to accelerate the execution of the code. The second part is about the 
validation of the code. Finally, we will show the adequacy between the numerical and experimental 
results of a spillway flow. This paper focuses on open channel spillways with 2-dimensional flow 
chracteristics. 

2. IMPLEMENTATION 

Spillway flow being irrotationnal, solving the Laplace equation over potential leads to a solution from 



 

which we can derive a velocity field: 
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From this velocity field and a reference energy level E, we can compute pressures p over the entire 
domain: 
 

 


  

 2

2

up
E y

g g
  (2) 

 
where y is the elevation and   the fluid density. 

 
In this paper, the Laplace equation is solved using the finite difference method for discretizing the 
Laplace operator. The mesh in the inner domain is regular while it is irregular near boundaries. The 
discretized form of the Laplace equation can be written as 
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Equation (3) leads to a second order of precision when the mesh is regular ( a c  and b d ) but a 
first order next to irregular boundaries. 

2.1. Boundary Conditions 

In the case of a free surface flow over a hydraulic structure, four kinds of boundary conditions (BC) are 
required: inflow BC, Dirichlet BC (imposition of a potential), free surface BC and impervious BC. 
Impervious and inflow BC are von Neumann conditions, i.e. /u n  

 
 is imposed. 

2.1.1. Irregular Mesh at Boundaries 

The calculation nodes are created according to a grid size and a vector contour. Boundary nodes are 
added on the intersections between the grid and the contour while regular nodes are added regularly 
on the grid (see Figure 1). This method fits curved boundaries with good geometrical accuracy. 
However, it is difficult to compute a classical finite difference derivative at these points. 
 
From Green-Gauss theorem, the velocity on a control surface 


mu  can be written in 2-D as 
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where c is the contour of a surface S and 


n  the normal vector of contour c. For N nodes, Eq. (4) can 

be discretized as: 
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When x and y tends to 0, the velocity on the control surface tends to the velocity of Green-Gauss 
nodes. For this reason, we used equation (5) to express the velocity at a boundary node (see Figure 
1). 
 



 

   

Figure 1 – Schematic view of regular and irregular zones in the mesh (left) and Green-Gauss principle 
(right) 

2.1.2. Free Surface Boundary Condition 

Some authors such as (Assy, 2001) or (Dias and Vanden-Broeck, 2011) use a nonlinear condition 
based on energy consideration for the free surface. Adding a nonlinear condition to a linear system 
leads to an iterative procedure. In order to avoid this, we define the free surface as an impervious 
border at first. Then, according to the pressure distribution, the free surface is moved in order to get 
closer to a uniform pressure distribution. 
 
For trans-critical flows, the critical section minimizes the energy level for a given discharge. Thus, if an 
arbitrary energy level E is imposed, the pressure p0 calculated at the critical section is the target 
pressure that must be reached on all free surface nodes. 
 
Determining the critical section is the key of this problem. To do so, we have used the curvilinear 
theory exposed in (Stilmant et al., 2013).  and axis are defined in the frame of spillways in Figure 2. 
The pressure in the domain can be written as 
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where yr is the vertical position of the reference curve and U the velocity profile along the  axis (linear 
section). The velocity profile can be deducted from the irrotationnal assumption: 
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with q the specific discharge,  the curvature of the reference curve, H the length of the  axis 
between the free surface and the bottom and  the position of the reference curve (0:  is the upper 
boundary; 1:  is the lower boundary). At the free surface, Eq. (6) becomes: 
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with yb the altitude of the bottom. Then, the derivative of the pressure term according to the depth H is 
given by: 
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Figure 2 – Curvilinear coordinates for a spillway 

 
Thanks to Eq. (9), it is now possible to determine the position of the critical section. When the sign of 
the derivative in (9) is positive, the flow regime is super-critical but when it is negative, the flow regime 
is sub-critical. The change of sign indicates the position of the critical section. Thanks to that 
information we are now able to determine the displacement H that can be applied normally to the 
free-surface for every node: 
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where  is a relaxation coefficient that avoids instabilities, pi the pressure at iteration i and pi+1 = p0 the 
target pressure. 
 
Since the derivative at denominator in Eq. (10) is close to 0 near the critical section, some instability 
may appear in that region. This problem can be solved by smoothing the free surface. 

2.2. Efficient Solving 

Solving the Laplace equation requires to solve a linear system ·A x b . Since this task has a high 
computational cost, it is important to use efficient techniques. We have used two different solvers: (a) 
the PARDISO algorithm (Schenk and G̈artner, 2004) which is a parallel direct solver and (b) the 
GMRES algorithm (Saad and Schultz, 1986) which is an iterative solver that has been parallelized 
where possible. For better performances, the GMRES solver requires a first good approximate 
solution. Since the computational domain evolves slowly, the next solution is close to the current one. 
Then, the PARDISO solver can be used for the first iteration and the GMRES for all the following 
ones. 
 
For a more efficient solving, the matrix A, which is sparse, should be organized with the narrowest 
bandwidth. To do so, the nodes should be numbered according to their neighborhood. The reverse 
Cuthill-McKee algorithm (RCM) is used in our code (Cuthill and McKee, 1969, George and Liu, 1981). 
 
We implemented the code in Fortran, using an object-oriented paradigm. When the free-surface 
moves, the irregular nodes on the boundary change and the number of regular nodes may also 
change. In order to avoid expensive deallocation and reallocation processes (due to the object-
oriented paradigm), a sufficiently large number of regular nodes is allocated at the beginning of the 
simulation and irregular nodes are not deallocated at every step but stored in a garbage list in order to 
be used later. 
 
These measures allow reaching a mean computation time of approximately 2 s per iteration for 
200,000 computed nodes (CPU: Intel i7-3770K, 3.5 GHz, compiler: ifort). The total computation time 
depends on the level of accuracy required, but good results can be obtained after less than 5 minutes 
for approximately 200,000 computed nodes. 



 

3. VALIDATION 

The code is validated thanks to three test cases of flow over a bump. The two first test cases are (a) 
subcritical and (b) supercritical. Since these flows do not present a critical section, the target pressure 
has been set arbitrarily to 0 m. The equation of the bump is  2( 50.1 ) 0.1xy  for  [4;6]x . The 

third test case (c) represents a transcritical flow. The target pressure is now determined by the critical 
section. The equation of the bump is  2( 5) 0.3 71 5 5. 13y x  for  [4.55;5.45]x . For each test 

case, an analytical solution based on Bernoulli principle is plotted. It makes the assumption that the 
pressure distribution is hydrostatic. 
 
For the subcritical flow (Figure 3) a horizontal free surface is set as first guess (q=0.3 m²/s, head=0.45 
m). Due to the presence of the bump, the free surface bends and finally corresponds to the analytical 
solution. The pressure is equal to 0 uniformly on the free surface. For the supercritical flow (Figure 3), 
the discharge is set to 0.3 m²/s and the head=0.44 m. The numerical solution fits well the analytical 
one. The pressure distribution on the free surface is uniform and equal to the target pressure. Test 
cases (a) and (b) validate the code for uniform regimes. The method is able to move the free surface 
in order to reach a uniform pressure distribution as required. 
 

Figure 3 – Test cases (a and b): subcritical (a) and supercritical (b) flows over a parabolic bump (plain 
lines are for analytical solutions) 

 

Figure 4 – Test case (c): transcritical flow over a parabolic bump 

 
The last test case (Figure 4) used a first free surface that presents a slope in the middle on the 
simulation domain (q=0.1m²/s). The numerical solution is in good agreement with the analytical 
solution except at the downstream part of the bump. Due to the sudden change in the slope, the 
pressure distribution around that section cannot be hydrostatic. Since the analytical solution makes 
this assumption, the results cannot be compared around that section. Moreover, smoothing the free 



 

surface avoids deforming the surface too sharply. We notice also that the numerical results are a little 
bit shifted in comparison to the analytical solution. This is due to the fact the pressure oscillates 
around the critical section, which leads to a poorer pressure target. 

4. APPLICATION TO SPILLWAYS 

Flow over spillways can be modelled thanks to our code since the flow can be considered irrotationnal 
(Escande, 1937) and a critical section allows to determine the target pressure. In this section, we 
compare experimental measures to numerical results of a flow over a standard USACE WES (US 
Army Corps of Engineers Waterways Experiment Station) spillway (Hd = 0.15 m) (USACE, 1987) 
profile for 2 discharges: 0.1275m²/s (Figure 5 left) and 1.7632m²/s (Figure 5 right). Velocity profiles 
and pressures on the spillway are given in Figure 6. 

Figure 5 – Free surface position and pressures for a spillway flow (left: q=q1=0.1275m²/s; right: 
q=q2=1.7632m²/s) 



 

For both discharges, the free surface computed numerically fits qualitatively well experimental 
measures. For q=1.7632m²/s, some imprecisions can be noticed around the crest. The pressure 
distribution on the free surface is also better for the lowest discharge. Better results could be reached 
for a lower smoothing length on the free surface (used here: 0.2m). However, releasing this parameter 
leads to oscillations. For the first discharge, we obtain numerically a head H=1.01Hd and a discharge 
coefficient Cd=0.506 (experimentally: H=1.01Hd and Cd=0.505). For the second discharge, we obtain 
numerically H=4.97Hd and Cd=0.618 (experimentally: H=5Hd and Cd=0.615). 
 
Even if the free surface position is not determined very precisely, horizontal velocities and pressures 
are very close to experimental measures, which were made using LS-PIV (Large Scale Particle Image 
Velocimetry) (Peltier et al., 2014). The shape of the velocity profile is due to the irrotational nature of 
the flow, leading to a high increase of speed near the bottom boundary. The numerical velocity profiles 
match experimental measures both in shape and in amplitude. 
 

Figure 6 – Horizontal velocity profile at crest (left) and pressures on the bottom (right) 

5. CONCLUSION 

Computing a flow over a spillway can be very time consuming depending on the method that is used. 
We have proposed in this paper a technique that is able to deal with this kind of flow very efficiently. 
Indeed, for a problem containing approximately 200,000 computed nodes and with a first good 
approximation of the free surface, interesting results can be obtained after only 50 iterations, i.e. less 
than 2 minutes. 
 
The code implemented is able to determine the free surface of a transcritical flow. For one-regime 
flows, the pressure target and the energy level must be set by the user. For transcritical flows, only the 
discharge and an arbitrary constant are needed. It was shown that the method implemented to iterate 
on the free surface is relevant and gives qualitatively good results. Solving the Laplace equation 
allows to compute velocity profiles and pressure distributions that correspond to experimental 
measures. 
 
Concerning prospects, releasing the smoothing parameter for the free surface should lead to some 
improvement. To do so, a better treatment near the critical section should be found. Using curved 
sections for determining the pressure derivative is currently under investigation. Studying the 
numerical stability and computation time regarding the initial condition should also be done. 
 
This code can be applied to industry or research area for the determination of new spillway profiles 
that maximizes the discharge for a high upstream head, avoids large negative pressures, etc. 
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