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Abstract

In this paper a system is described for the automatic generation ofa specific semantic 3D model ofa human face
from a recorded stereoscopic image sequence. In the acquisition stage a calibrated stereoscopic camera records
the specific face. After rectification of the image sequences a dense disparity field is estimated using a Markov
Random Field approach. Next a triangle based 3D-\vire frame model of the specific face is reconstructed by
triangulation of corresponding left and right pixels. After compensation for rotation and translation, a triangle
based 3D-wire frame model of a generic face is elastically matched to the specific face. As a consequence of
this approach the resulting 3D model accurately represents the geometry of the subject with the availability of
the face semantic information which is required for realistic representation and animation of human faces as
well as for accurate facial expressions estimation.
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1. Introduction

Within video coding, man-machine interfaces and 3D telepresence systems like virtual conferencing
rooms, the modeling of human faces becomes increasingly important. Either because of its efficient
representation (MPEG4 1998, SNHC 1997, Aizawa 1995), its life-likeness (Parke 1996, Thorisson
1997), or the required availability of 3D models (Hopf, 1994). In this highly active research field,
most attention is paid towards either the tracking of facial expressions (Essa 1997, Yacoob 1996) or
the recognition of faces (Turk 1991, Chellappa 1995). For realistic representations as well as for re-
quired expression estimation accuracy, it is essential to be able to automatically conform a known 3D
generic face model (including a complete underlying muscle model) to the 3D structure of a specific
person. The latter is, however, still an open problem. Often one falls back to manual approaches
(Parke 1996, Waters 1991). Otherwise, one uses an automatic construction of 3D models from ac-
quired stereo or range images (Braggins 1998), but leave out the mapping to the generic face model.
This is, however, essential because the generic model provides information about the semantics (posi-
tion of eyes and mouths etc.) and the underlying muscle structures (Waters 91). A few approaches
exist that estimate the 3D position of a small set of landmark points (Bookstein, 1989), such as the
comers of the eyes, and transform the generic model accordingly. A drawback of these methods is
that they interpolate the 3D geometry of the specific person between the landmark points (Aizawa
1995, Nagashima 1991).
In this paper we present a new automatic conformation method that first accurately estimates the 3D
geometry of a person and then conforms a generic 3D face model on the basis of the complete meas-
ured 3D data.




















